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In this paper. we present the exact solution to a problem previously unsolved in radiation theory: the 
emission of a two-level atom in a (one-dimensional) radiation field in the presence of an extra 
photon. The solution is obtained directly from the Schrodinger equation of the problem using 
techniques suggested by the work of Muskhelishvili on singular integral equations. The solution 
corresponding to a finite system as well as the one corresponding to a system infinite in extent are 
given. although our primary concern in this paper is the finite-system problem. For a particular 
choice of initial condition. the probability at time t that the two-level atom is in the excited state is 
found. and the effects of system size and choice of coupling function are studied numerically for a 
given coupling constant. Our results are compared with those obtained in an earlier paper of the 
series. wherein the spontaneous emission of a Wigner-Weisskopf atom in a (one-dimensional) field of 
radiation for a system finite in extent was studied. The physical effects calculated and the 
conclusions drawn from our comparative studies are all in accord with simple intuition regarding the 
problem. The paper concludes with some brief remarks on problems in radiation theory which are 
accessible to study given the methods laid down in this paper. 

I. INTRODUCTION 

The link between this paper and the earlier ones of 
the seriesl

-
6 (hereafter referred to as I-VI, respective­

ly) is that the same Hamiltonian is used as the basis of 
all the calculations. This Hamiltonian is thought of as 
providing a model for the interaction of a two-level 
atom, or more generally a two-level quantum system, 
with a one-dimensional radiation field. The field may 
be either finite or infinite in extent, but in this paper 
the main concern is with finite systems. Some indica­
tions will be given of results for infinite systems which 
correspond with those laid out here for finite systems, 
although a detailed study will be postponed to a future 
papero 

It should be said at the outset that the restriction to a 
one-dimensional field, which has been made throughout 
the series is not essential: It is made chiefly for ease 
of presentation and for simplicity of the numerical com­
putations o The Hamiltonian is then 

H = E10'0'* +E 20' *0' + 6 [tnw~(a:a~ + 1)] 
~ 

+ 6 (h:O' *a~ + h~O' a:) 
~ 

(1) 

where El and E2 are the energies of the ground state 11) 
and excited state 12) of the two-level atom, and where 
the operators are defined by 

0' = 11) (21, 0'* = 12) (11 , 

(~I a~ 1 m~) = [2(~ + 1)]1/21iKr(m~ - n~ -1) 

= (m ~ 1 a: 1 n) 0 

Here the state 1 n~) is that which has n~ (= 0, 1,2, 0 0 0) 

photons in the xth mode of the radiation field, and 
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OKr(o. 0) is the Kronecker deltao Further, nw~ is the en­
ergy of a photon in the >..th mode, nE=~ -€l is the ener­
gy separating the two levels of the atom, and the h~ give 
the coupling between the atom and the radiation field. 
A basis for the Hilbert space of the system is given by 
the product states 

with i = 1,2 and n~ = 0, 1,2, 00 0 0 

An important property of the Hamiltonian of Eqo (1) 
is that in the basis (2) it becomes block diagonaL The 
blocks can be labelled by the number 

N:=i+6 n~. 
~ 

These numbers are the eigenvalues of the operator 

0'*0' + t 6 a:a~ 
~ 

(2) 

which can easily be seen to commute with H. Previously 
in this series, only the "sector" where N:=2 (that which 
describes the spontaneous emission of the atom) has 
been discussed. It is the aim here to provide an exact 
solution of the problem N:= 3 in the next section. It will 
be seen that methods similar to those used to do so will 
yield an exact solution in any sector. 

The authors are not aware of any earlier work in 
which methods like those of this paper have been used 
to solve problems in the theory of radiation. These 
methods may therefore lead to several additions to the 
list of soluble models available for study. For example, 
a model has been constructed for a three -level system 
interacting with radiation, and its solution is being 
studied at present. The new aspect of these soluble 
models is that both boson and fermion operators are in-
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volved in the Hamiltonians [the a and a). in Eq. (1)] 
while at the same time an infinite number of modes of 
the boson field is considered o Since Glauber's coherent 
state representation for radiation fields was intro­
duced,7 it has been known that models involving only 
boson operators where the coupling is linear in these 
operators can be solved exactly. Problems of this kind 
have been extensively studied in the theory of lasers, 8-10 

solid state, 11 and molecular physicso 12 On the other 
hand, in the numerous models in laser theory where 
fermion operators have been included in the Hamiltonian, 
it has previously been necessary to consider only a finite 
number (usually one) of modes of an interacting boson 
field if an exact solution was to be achievedo Probably 
the best-known example of such a model is the Dicke 
maser modeP3 which was solved exactly by Tavis and 
Cummings14 and has since received rather sophisticated 
treatment in connection with the phenomenon of super­
radiance 0 15 

In Sec o IT of this paper the Hamiltonian of Eqo (1) is 
restricted to the sector N = 3, and an equation is derived 
the solution of which yields the resolvent of this re­
stricted Hamiltoniano In Sec o m, this equation is solved 
and an expression found for the time dependence of a 
state evolving according to our Hamiltonian starting 
from a specified initial condition. A particular choice 
of this initial condition is made in Secso IV and V, so 
that p(t), the probability at time t that the two-level 
atom is in its excited state, can be found and computed 
numerically 0 The numerical results are then compared 
with results found in paper IV of this series for p(t) in 
the N=2 sectoro In Sec. VI there is some discussion 
of the arguments and results of the paper and of further 
work in progresso 

II. THE RESOLVENT FOR THE N = 3 SECTOR 

Let us begin by listing those states of the set (2) for 
which N=3. If i=2, only one of the ~ can be nonzero, 
and it must be 10 These states are then 

let us write these as 12;A)0 If i=l, there are two possi­
bilitieso Either all but two of the n). are zero and these 
two are each one, or else there is one of the n). equal 
to 2 with all others zero o These states will be written, 
respectively, as 11;A11 A2) and 11;2A\ At this point it is 
useful to order the modes A of the fieldo In our one­
dimensional case this is simple -the modes correspond 
to the positive integers, as will be seen in Seco V -and 
in general some ordering can always be foundo It would 
seem from the notation that two distinct states 11;A1,A2) 
and 11;A2,A1) can exist, and this of course is not SOo The 
mode ordering can thus be used so that meaning is given 
to 11;A1,A2) only if A1 <A2 and in this way no over-count­
ing of the states can occur 0 

It is now a simple matter to restrict the Hamiltonian, 
Eq. (1), to the sector spanned by the states I 2 ;A), 11 ;2A) 
and 11 ;A1' A~. If the zero of energy is set at the energy 
of the state 11;{OJ), the result is 
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1 Ii H3 ='{ (E + w).) 12;A) (2;A 1 

+ ~ ~ (W).l + W).2) 11;A11A2) (I;Au A21 
).1~2 

(3) 

Now if the system is in the state I >11(0» at time t = 0, it 
evolves according to the equation 

1 >¥(t» = exp( - iH 3t/ ii ) 1 >11 ( 0» 

=-2
1

. r dzexp(-izf)(HJii-zf1 I>11(0» (4) 
1ft J c 

where C is a Bromwich contour taken parallel to the 
positive direction of the real axis of the complex varia­
ble z and above all Singularities of the integrando The 
operator 

(HJii -zt1 

is the resolvent of the operator of Eqo (3) and must now 
be found o 

We are looking for the solution of the equation 

First, it can be seen that 

(HJii - z) 12;A) 
1 

=(E+w). -z)12;A)+ ~ t; h! v'21 1;J..I.,A) 
,,<). " 

(HJii -z)ll;AuA2) 

=(w, +w). -z)ll;AuA2)+(v'2/ii)(h).12;A2) 
Al 2 1 

(H/ii -z) 11;2X) = (2w
A 
-z) 11;2A) + (2/ii) hA I2;X). 

The kets I q,) and I '.[I) can be expanded in terms of the 
basis states 

+ ~ ~ CPl')' ). 11;Al1 X2) +2.: <Pl.2).ll;2x) 
Al <).2 ' 1. 2 A' 

(5) 

(6) 

with a similar expression for I >11). Putting these defini­
tions into Eq. (5) and using the relations (6) leads to 
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The quantities ¢1;2A and ¢1;A1,A2 can be eliminated from 
these equations to yield an equation in the ¢2;A only; the 
result is 

+ 2hA 1/Jl;2A ) 
n 2WA -z . ( 7) 

This expression is, in fact, an infinite set of simulta­
neous linear equations in the ¢2;A to be solved in terms 
of the 1/J2;H 1J!1;A1,A2' and 1J!1;2A. It is not immediately clear 
how to solve this set of equations, but it is helpful to see 
what happens in the limit when the system becomes of 
infinite extent and the mode spectrum becomes continu­
ous. The discrete variables X and ~ are replaced by 
continuous variables, and sums are replaced by inte­
grals. Without going into details, one can see that an 
integral equation of the following form results: 

¢(X) (E+X -z -1 '" 
=1J!(~,Z). 

Ih(~)12d~)_h*(X) ('" h(~)¢(~)d~ 
x+~-z Jo x+~-z 

(8) 

This is an integral equation, still linear, for a function 
¢C),.) of the positive real variable A. The form of the 
kernel suggests that the equation may be soluble by the 
methods developed by Muskhelishvili16 for singular 
integral equations, and this is indeed so. The solution 
of Eq. (8) will not be given in this paper, but the set of 
equations (7) will be solved in the next section by a 
method suggested by that which can be used to solve 
Eq. (8). 

It is perhaps worth remarking here that Eq. (8) can 
be obtained explicitly either by setting up a procedure 
to take the infinite system limit of all the quantities in 
Eq. (7), or else directly by seeking the resolvent of a 
suitable Hamiltonian which has a continuous spectrum 
from the beginning, in the manner of Friedrichs. 17 The 
infinite system limit of the N = 2 sector can be obtained 
in the same way, and it is not hard to cast many of the 
results of Friedrichs' model into the form of the results 
of Papers V and VI in this series. 

III. SOLUTION OF THE EQUATION FOR <1>2,>.. 

The set of equations (7) can be conveniently rewritten 
with the following substitutions: 
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+6 hl'l21J!w.", + ~ ~)J 
A('" n(wA + WI' -Z) n 2wA -z 

(9) 

The result is 

(
E _ Z + w

A 
_ ~ 21 h", 1 2 ) 

~ flZ(w A + WI' - z) cA 

_ ~~ "" c'" ( ) ~ L...i =gA Z • 
,,- I' wA + wI' - z 

(10) 

Now we introduce two functions of the complex variable 
~ as follows: 

and 

HW=2!i (E_~-~ n2~~:1'~2~»). (11) 

The use of the functions X(~) and H(O to solve Eq. (10) 
will correspond to the use of Cauchy integrals in 
Muskhelishvili's techniques for singular integral equa­
tions. One notices that 

2/ hI' 12 2· H -,r:- = ~tResw", ' 
(12) 

where ReSWI'X means the residue at the point ~ =w'" of 
the meromorphic function X of ~. Equation (10) can thus 
be written 

H(z - wJ Res WAX +X(z -WA) Res WAH = - gA(z)/(2~i)2. (13) 

Here H is to be regarded as a known function, and the 
equation is to be solved for Xj z appears as a nonreal 
parameter. Let us now consider the function 

F(~) =H(z - OX(~) +H(~)X(z - O. (14) 

This function has poles whe re ~ = W A and ~ = z - wA' It 
is seen at once that 

Res w F=left-hand side of Eq. (13) 
A 

= - gA (z)/ (2~i)2, 

Res e_w F = - Lleft-hand side of Eq. (13)] 
A 

= gA (z)/ (2~i)2 • 

The function F has no other singularities than these 
poles, and it is finite (pos sibly ze ro) at infinity. This 
latter statement can be seen to follow from the defini­
tions (11) provided ¢2'A is an admissible solution to the 
problem in the sense that 

is finite. The couplings ~ must also satisfy 

~ I h>.12 finite, 
A 

in general, although under certain circumstances this 
restriction can be replaced without affecting the re­
mainder of the argument of this section. By the use of 
the Mittag-Leffler theorem, 18 it now follows that 

(15) 
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where c(z), depending only on the parameter z, gives 
the value of F at infinity; the quantity c(z) will be deter­
mined in a later paragraph. If we define 

_ 1 ~ gl.(z) 
GW= (27T i )2 't wl. - ~' 

then Eq. (15) becomes: 

F(~) = Gm + G(z - 0 + c(zL 

From the definition of F, Eq. (14), it is seen that 

(16) 

X(z -~) = [1/ H(O)[Gm + G(z - 0 + c(z) - H(z - ~)XmL 

(17) 

Now the function H(O has a set of simple zeros at the 
paints ~ = ~I" say, which interlace its poles at ~ = w~, 
That this is so has been shown in detail in Paper IV 
[see especially Eqs. (8) and (9) and Fig. 1 of this paper). 
The function (H(~»-l therefore has simple poles at the 
points ~ = ~I' where the residues are (H'(~I'»-l (the prime 
here denotes differentiation), Thus the terms on the 
right-hand side of Eq, (17) severally have poles at 
~ = ~ I'> and the total re s idue of the right -hand side at 
each such pole is 

G(~I') G(z - ~I') c(z) (X) 
HI(~I')+H'(~I') +HI(~I')-H(z-~I')ReSll' H ' 

But this expression is equal to zero, since the left­
hand side of Eq. (17), that is, X(z - ~), is not singular 
at ~ = ~I" (Note that z is not reaL) This result enables 
us to write down an expression for 

X(~)/H(~), 

since this meromorphic function, equal to zero at in­
finity, has poles only at ~=~I" Where ~=wl.' both X and 
H have poles; but an easy calculation shows that the 
ratio is regular, Thus another use of the Mittag­
Leffler theorem gives 

x(O=-H(OE _1_ G(~I')+G(z-~I')+c(z) (18) 
I' ~I'-~ H'(~I')H(z-~..J 

The quantity c(z) is not yet determined, but apart from 
that the Equation (10) is now solved, 

From Eq, (12), we have 

cl. = - 27Ti Res Wl.X 

_ 21 hl.12 I; G(~I') + G(z - ~I') + c(z) (19) 
- fi2 I' (~I'-wl.)HI(~,JH(z-~I')· 

[It may seem from Eq. (18) that X has more singulari­
ties than we want: at wl.' from the factor H(O, and at ~" 
from the denominator in the sum, But, in fact, H(~,.) 

= ° by definition, and it is easy to see that X is regular 
at ~ = ~ "" ) Now, by definition [Eq, (11)), 

Xm= ~ I; --.£L 
27Tt l. wl. - ~ 

= ~ I; G(~,,) + G(z - ~,,) + c(z) 
27Ti I' H'(~,,)H(z-~I') 

xI; 21 hl.12 
l. 1f2(wl. - ~)(~I' - w) 

(20) 

using Eq, (19L Since [Eq, (11)) 
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~ 21 hl.12 E . 
't 1f2(wl. - 0 = - ~ - 27T ZHm 

and since H(~ ,,) = 0, it follows that 

I; 21hl.12 _1_27TiH(~) 
l. ff2(wl.-~ml'-Wl.)- ~,,-~' 

The expressions (18) and (20) for X(~) can now be 
equated, The result is that c(z) is determined, as 
follows: 

( ) ___ 1_ '" G(~,,) + G(z - ~,.) 
cz - H1 (z) ~ H'(~,,)H(z-~I') 

where the new function H1 (z) is defined by 

1 
Hl(Z)=~ H'(~I')H(z-~,,)' 

(21) 

(22) 

(23) 

The final answer can thus be written [using Eqs, (18), 
(22) and (9)) 

2M 1 '" 1 
1>2;l. = V H1(z) ~ (~" - wl.) H'(~,J H(z - ~I') 

xI; G(~I') - G(~.) + G(z - ~I') - G(z - ~.) 
• H'(~.) H(z - ~J 

The time-dependent form of this expression is ob­
tained easily from Eq. (4). If the right-hand side 1 'l!) 
of Eq, (5) is identified with the initial condition 1'l!(0) 
in Eq, (4), then 

(2;Ai'lt(t)= 2!i! dzexp(-izt)1>2;l. 

1 2M f (. ) 1 = 27Ti fi2 c dz exp -zzt H
1
(z) 

xI; 1 
I' (~I' _WJH'(~I')H(z -~,,) 

xI; G(z, ~ ,,) - G(z, ~.) + G(z, z - ~,,) - G(z, z - ~.) 
K H'(~K) H(z - ~.) 

(24) 

where the dependence of G on z coming from gl.(z) [see 
Eq, (16)) has been explicitly included. 

IV. THE CASE OF INDUCED EMISSION 

In this section and the next, we shall consider only 
the situation where, at time t = 0, the atom is in its ex­
cited state, This means that in the initial state vector 
I'l!) 

~1;l.1ol.2 =~1;2l. = 0, 

Further, by normalization of 1 'l!), we have 

Then it is seen from Eq. (9) that 

gl. (z) = ~~2;l.; 
the z -dependence has disappeared and we may now write 
merely gl.' The direct dependence of the function G(z, 0 
in Eq, (24) Similarly disappears, and thus we obtain 

1>).(f) '" (2;:\ I 'l!(t)) 
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1 2M j . 1 = 21Ti V c dzexp(-tzt) Hl(z) 

x~ __ ~~1~~,-~ 
/L (~/L-wJH'(~/L)H(z-~/L) 

x~ G(~/L) - G(~K) + G(z -_lll) - G(z - ~K) 
" H'(~K)H(z-~K) 

(25) 

To evaluate the integral in this expression, it is nec­
essary to locate the singularities of the integrand as a 
function of z, There is no difficulty about doing this term 
by term in the two summations, since both, being 
Mittag-Leffler expansions of meromorphic functions 
well-behaved at infinity, are uniformly convergent along 
the contour C. The function H(z - ~ /L) has simple zeros 
where z = ~/L + ~v for any ~v' But the function Hl(z) has 
simple poles at these points, since from the definition 
(23) of Hl> 

Hl(~/L + ~)=L? H'(~.)H(~l/L +~. - ~K) 
and the denominators of the terms K = IJ., v in this ex­
pression vanish, There are therefore no poles of the 
integrand at the points z = ~ /L + ~v or z = ~ K + ~v for those 
terms in Eq. (25) where IJ.¢K, But for any term where 
IJ. =K, the numerator 

G(~/L) - G( ~K) + G(z - ~/L) - G(z - ~K) 

vanishes, and so these terms have no poles at the pOints 
under discussion either, The only remaining points 
where a singularity may occur are those where Hl(z) 
is zero, It is useful at this stage to note that the func­
tion (H(Z»-l is meromorphic, zero at infinity, and with 
simple poles where z = ~/L' It follows then that 

_1 __ ~ 1 
H(z) - /L H'(~/L)(z - ~/L)' 

(26) 

Thus, from Eq, (23), 

1 
Hl(Z)=~ ~ H'(~/L)H'(~,)(z-~/L-~')' (27) 

This equation is itself a Mittag-Leffler expansion for 
Hl(z), which, as we saw just above, has poles where 
z = ~ /L + ~K for any IJ., K, Now the same reasoning as was 
used in Sec, m to establish that H(z) had simple zeros 
at the points z = ~/L interlacing the poles at z =w~ can be 
used again to show that Hl(z) has simple zeros at pOints 
z = b~, say, interlacing the poles at z = ~ /L + ~ " It is nec­
essary for the reasoning to be valid that all the 
coefficients 

1 

have the same sign, but this is clearly true from the 
expression 

H'(z)=-~ (-1-~ 21h/L12 ) 
21Tt /L fi2(w /L - Z)2 

which follows from the second of Eqs. (11). The poles 
being simple, the residues of (Hl)"l at z=l:~ are 

l/Hf(/;~L 

The results of the preceding paragraph can now be 
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used to perform the z -integration in Eq, (25), The 
result is 

'" (t) _ 2 M' '" exp( - it vt) '" 1 
'n -V'; Hr(l:) ~ (~/L-w~)H'(~/L)H(l:v-~/L) 

x~ G(~") + G(l:v - ~K) (28) 
K H'(~K)H(I:.-~K)' 

The terms in G(~/L) and G(z - ~/L) have dropped out since 

1 
~ H'(~J H(l:v - ~K) = Hl (I:v) = 0 

by definition. A further simplication can be made at 
this point. If one considers the integral 

...!.. f G(z,) dz' 
21Ti s H(z,) H(z - z,) 

where the contour S is a large circle Iz'l =R, in the 
limit where R- 00, then firstly it is clear that the inte­
gral vanishes, since 

z'G(z') lim -0 
.·~oo H(z')H(z -z') - , 

But then inside the contour the integrand has poles where 
z, = ~K and z, =Z - ~K' The residues at these poles can be 
added and the sum set equal to zero, with the result 

~ H'(~K~~(; - ~K) - L? H(zG~~J;;:(~K) =0. 

Consequently, from Eq. (28), 

'" (t)= 4ht ~ exp(-il:vt) 
'I'~ fi2 v Hf(l:v) 

x~ 1 
/L (~/L -w~)H'(~/L)H(l:v - ~/L) 

(29) 

For the purposes of the numerical calculations de­
scribed in the next section, the particular initial condi­
tion has been chosen where only one of the 1jJ2;~ is al­
lowed to be nonzero. Thus, we have 

(30) 

say, where o~p is the Kronecker delta. This means sim­
ply that the photon present in the initial state is in an 
energy eigenstate. For the present, this special choice 
allows us to make some more Simplifications in Eq. 
(29), But, more importantly, we can also make a check 
on this equation by verifying that if Eq. (30) holds, then 
the equation gives 

cf>~(O) =o~p' 

When this has been seen, it will follow by linearity that 
Eq, (29) gives 

cp~(O)=1jJ2;~ 

for any 1jJ2;~' Thus, if Eq, (30) is put into Eq, (29) at 
t=O, 

(0) 4Mhp '" 1 
cp~ = (21Ti)2fi2 'v' Hf (I:v ) 
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(31) 

The v sum in this expression is 

1 
~ Hf(UH(t:v-~,JH(t:v-~K)O 

The sum can be performed by considering the integral 

1 f d~ 
27Ti C HI (0 H(~ - ~ ,,) H(~ - ~K) 

for the case jJ. * K. It has already been seen that the 
functions 

HI(OH(~ - ~IJ.) 

are regular at ~ = ~IJ. + ~IJ.' for any ~IJ.., and so, apart 
from the poles at ~ = ~v, the only other Singularity of the 
integrand is at ~ = ~IJ. + ~K' Use of the expressions (26) 
and (27) shows that the residue here is 1/2, Again, these 
expressions yield the result 

~ 
W~ HI(OH(~ -~IJ.)H(~ _~.) =1. 

To obtain this result, it was necessary to note that 

~ _1 __ -.l. ( .!!t. 
IJ. H'(~IJ.) - 27Ti J s H(O 

1· ~ 2 . = t~l!,1 H(~) = - 7Tt 

by Eq. (11). It therefore follows that 

1 1 
~ H~(UH(t:v - ~1J.)H(t:v - ~.) = 2" (jJ. *K)o 

A slightly more delicate calculation of the same kind ex­
tends the result for jJ. =K and in general it turns out that 

~ H~(t:v)H(t:v-\IJ.)H(t:v-~.) =t+o'lJ.7TiHI(~,Jo (32) 

Thus, Eq, (31) becomes 

(0) 4hthp 
¢A = (27TWfi2 

x ~ Z;; H'(~~) H'(~')(:P _ ~'){~IJ. _ w) t + 0." 7TiH' (~,)]. 
But 

L: 1 __ 1 __ 0 
IJ. H'(~IJ.){wA - ~IJ.) - H(w) -

(33) 

and so 

2hth p 1 
¢A(O) = (27Ti)fi2 ~ H'(~IJ.){wp-~IJ.)(~1J. -wAr 

Plainly, if p *"71., this expression vanishes as in F.q, (33)0 
If p ="71., the sum 

1 
~ HI(~,,)(Wp- ~1J.)2 

can be evaluated by the same technique as gave Eq, (32), 
and the value of the sum is 
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Consequently, 

¢A(O) =oAP' 

as we wished to prove 0 

Finally, in this section, a further expression will be 
derived for the purposes of numerical calculation, The 
probability at time t that the atom is in its excited state, 
if <P21A = oAP' is 

p(t)=~ I ¢A(tW 
A 

_ 81 hpI2 _1_ ~ ~ exp(-it:vt) 
- fi2 (27Ti)3" v H{(t:)H(bv - ~1J.)Hf(~IJ.) 

x~ exp(it:v·t) 
v' 'R~(bv,)H(bv' - ~IJ.) 

x~ 1 
• (wp - ~.)HI(~.)H(l;v - ~K) 

x ~ --;--"......,..,1---:-~,--------:--., 
.' (w p - ~ •• )HI(~ •• )H(l:v' - ~K')' 

(34) 

where Eq. (29) has been used along with the result given 
in Eq. (21). The bars on the functions H and HI denote 
complex conjugates. 

V. NUMERICAL CALCULATIONS 

In all the previous papers of this series, numerical 
results were expressed in terms of dimensionless vari­
ables, which had the advantage of allowing both weak­
coupling and infinite-system limits to be taken easily. 
Although neither limit is of concern in this paper, both 
will be in future work, and for this reason as well as to 
facilitate comparisons between the results of this sec­
tion and those of earlier papers, the usual dimension­
less variables will now be introduced. 

The one -dimensional system of our problem is of 
length L. It has been seen in paper IV [see Eq, (8) of 
that paper] that a general form for the coupling function 
1 hA 12 is as follows: 

(35) 

where a is a dimensionless coupling constant (analogous 
in one dimension to the fine-structure constant in quan­
tum electrodynamics), c is the speed of light, and j is a 
dimensionless function whose argument involves k).l the 
wave number of the "7I.th mode of the radiation field, In 
the usual way, 

wA = C I kA I and kA = 27Tn/ L 

for some nonzero integer no By a suitable choice of a 
it is always possible to imposej(l)=l, so that Ih).12 has 
a certain value at resonance (w). = E) irrespective of f, 
Next, the time t and the various frequencies, Wu ~IJ.' bv 

of the problem are made dimensionless by the following 
definitions: 

T=aEt, f3A=w/aE, Y,,=~iaE, ov=l:jaE o 

A parameter which gives the length of the system in 
dimensionless form is 

(f2=aEL/c 

and it follows that 
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1 h~ 12 = [(aE)2fl2/ 0- 2] j(a~~), 

It is convenient to define dimensionless functions corre­
sponding to Hand Hl : 

H(aE!;J = (a E/27Ti) HW 
and 

Hl(aEO = [(27T i )2/(aE )] Hl(O, 
whence 

and 

H1(a E~) = [(27Ti)2/(a E)2] H{W, 
From the definitions of Hand Hl [Eqs, (11) and (23), 
respectively], it is seen that 

A 1 
H1W=L;; fj'(YoHi(~ -'Yo)' 

Finally, t~e "Y. a~d 1\ defined above are the zeros of the 
functions H and Hl , respectively. With all these defini­
tions, Eq. (34) becomes 

~(T) = p(a Et) 

__ 8j(a~.) 66 em;(-ilivT) 
- 0-

2 
I' v ii{(Ii)(liv-r.)Ji'('YI') 

x 6 exp(iliv' T) 
v' Hl(liv.)B(liv ' -r,..) 

1 
xL;; ({\ - r.) B'(r.) H(liv - r.) 

1 
x~ ({3.-r •. )B'(y •• )B(liv ' _y •• )' 

(37) 

For the explicit evaluation of this expression, the ~'" in 
accord with the relation 

w,,= 1 27Tnc/LI 

above, are given by 

a" = 1 27Tn/ 0- 21 

and thus, for example, from Eq, (11), we have 

H(~)=! _~+ 1.. t j(2 7Tan/0-
2
). 

a 0- 2 
n=l ~ - (27Tn/0-2) 

The expression for fj(T) of Eq, (37) has been com­
puted numerically for a moderately weak coupling, viz" 
a = 0,1, two values of the parameter 0- 2

, namely L ° 
and 10.0, and for two choices of the coupling function 
j:j(X)=Xl / 2 andj(x)=x- l / 4 • In all cases, the mode p 
was chosen so that the frequency (3. was the closest fre­
quency to the resonance frequency -l/a in dimension­
less units. The choices ofjwere made, not because 
they have any intrinsic merit, but because they were the 
choices used in Papers IV and V of this series, and 
consequently comparisons can properly be made with 
the results of those papers. 

To preserve the continuity of our subsequent discus­
Sion, we present here some remarks concerning the 
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numerical work, Various checks can be performed to 
assess the reliability of the results calculated, For 
example, using the definitions of B and Ii', it can be 
shown that the following identity must be satisfied: 

1 1 
B(5~-Y,,)=~ (Ii~-r,,-y.)ji'(r.)' 

The separate calculation of the left- and right-hand 
sides of this expression gives an estimate of the accu­
racy achieved in determining the r's and 5's, This check 
was performed, with satisfactory results, although the 
details will not be reported here since a separate num­
ber would have to be given for each pairs (r, 5) consid­
ered, A somewhat more convenient check is provided by 
examining the identity 

(38) 

where 

Fora=O.l, 0- 2 =1.0, andj(x)=x-l
/

2 (with 12 y's and 
41 Ii's) the left-hand side of Eq. (38) was found to be 
- 0, 0955, while calculation of the right-hand side of this 
expression yielded the result - 0, 1013. For a = 0, 1, 
0- 2 =1.0, andj(x)=x-l

/
4 (with 13 r's and 41 5's), the 

left-hand side gave - 0, 1057, while the calculation of 
the right-hand side gave - 0, 1162, Finally, for O! = 0, 1, 
0- 2 =10.0, andj(x)=x-1/2 (with 50 "Y's and 300 Ii's), the 
left-hand side was -1,8270 whereas the right-hand side 
was - L 8889. Hence the greatest discrepancy found in 
these calculations was for the case O! = 0.1, 0- 2 = 1. 0, 
andj{x)=x-l / 4 (roughly 8,5%), with the calculations 
for the coupling function j(x) = X- l / 2 for both chOices of 
0- 2 in somewhat better agreement, 

To assess the reliability of our calculations of fj(T), 
one can calculate p(O), L e" the probability that the 
atom is in its excited state at T = 0; from the discussion 
of the preceding section, we know that this probability 
must be unity at T = 0, given our choice of initial condi­
tion' Eq, (30). ForO!=O.l, 0- 2 =1.0, andj(x)=x- l

/
2

, 

using 12 y's and 41 5's, the value p(0)=0.9946 was ob­
tained, This result may be compared with the one cal­
culated using Eq. (IV -19) (the spontaneous-emission 
problem) for the same choice of O!, 0- 2

, and j(x); there 
we found that for 11 r's, the value calculated for p(O) 
was 0,9939. ForO!=O.l, 0- 2 =1.0, andj(x)=x-1/4 , us­
ing 13 r's and 41 Ii's, we found p(O) = 0. 9897, a result 
which may be compared with the corresponding calcu­
lation in IV, p(O) = 0, 9888, We see that the calculation 
of 15(0) via Eq, (37) for O! = 0.1, 0- 2 = L ° and either 
chOice of coupling function compares favorably with val­
ues calculated using the simpler Eq, (IV -19), A similar 
calculation was performed for the choice of parameters 
O! = 0. 1, 0- 2 = 10, 0, and j(x) =X-1/2 , Here, using 50 r's 
and 300 Ii's, a value p(O) = 0. 9353 was obtained using 
Eq, (37), a result which is not as good as the one cal­
culated using Eq, (IV-19) with 100 r's, namely p(O) 
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FIG. 1. Plots of piT) versus T for the choice of parameters: 
01 ~ 0.1, a 2 ~ 1. 0, andf(x) ~ x-P with P ~ 1/2. The solid line de­
scribes the time evolution of piT) as determined from Eq. (37), 
the result corresponding to the N ~ 3 sector, while the dashed 
line displays the time evolution of piT) as determined from Eq. 
([V-19), the result corresponding to the N~2 sector. 

= 0, 9932, The poorer estimate of p(O) for (j2 = 10. ° as 
calculated from Eq, (37), as compared with the calcu­
lation based on Eq, (N -19), can be attributed to the fact 
that only half as many y's were used in the N = 3 sector 
calculation, this because of the excessive computer time 
required to perform the various sums in Eq, (37) for 
greater than 50 y's (and a correspondingly greater 
number of o's). 

In Fig, 1, p(T) is displayed for a =0,1, (j2=1. 0, 
and j(x) =X-1

/
2 along with the result obtained in N for 

p(T)-the probability at time T of the atom's being ex­
cited in the spontaneous -emission sector N = 2 if p(O) 
=l-for the same values of all the parameters, Figure 
2 is similar with j(x) =x-1

/\ and in Fig, 3, a =0,1, 
(j2 = 10.0, and j(x) =X-1 / 2, It is evident that in the very 
small systems where (j 2 = 1. 0, the effect of the presence 
of the extra photon is quite marked. The greater inten­
sity of radiation leads to a somewhat more rapid initial 

0.8 " / \ 
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0.6 f \ 
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0.0 1.0 2.0 3.0 4.0 5.0 

FIG. 2. Plots of piT) versus T for the choice of parameters: 
01 ~ 0.1, a 2 ~ 1. 0, and f(x) ~ x-P with P ~ 1/4. The solid line and 
dashed line refer to the N ~ 3 sector and the N ~ 2 sector, re­
spectively (see the caption to Fig. 1). 
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FIG. 3. Plots of r)(T) versus T for the choice of parameters: 
01 ~ 0.1, a 2 ~ 10.0, andf(x) ~x-P with p ~ 1/2. The solid line and 
the dashed line refer to the N ~ 3 sector and the N ~ 2 sector, 
respectively (see the caption to Fig. 1), 

decay of the excited state, more frequent recurrences 
of high values of the probability of excitation and a rais­
ing of the values of this probability at its minima-all 
effects reasonably to be expected from elementary phys­
ical considerations. When (j2 = 10, ° on the other hand, 
the similarities between the results for the two sectors 
are much more striking than the differences, The over­
all differences cited above are all still visible, but are 
plainly small effects. Rather the extent to which maxima 
and minima occur at the same times, along with the 
quite faithful reproduction of small details from one 
time-evolution curve to the other, is remarkable. A 
furthe r calculation with the same paramete rs (i. e, , 
a:::=O.l, (j2=10,O, and j(x) =X-1

/
2) was performed for 

much larger values of T. In particular, the behavior of 
p(T) in the range 105 -'S T -'S 113, ° was examined-an in­
terval of interest because of the marked structure of the 
time-evolution profile found for emission in the N = 2 
sector [see Fig. (IV -7.)] A comparison of the N = 2 and 
N = 3 time -evolution prOfiles for this range of T is pre­
sented in Fig, 4; it can be seen that the similarities per-

FIG. 4. An exami­
nation of the down­
range behavior of 
piT) versus T for 
the choice of pa­
rameters: 01 ~ 0.1, 
a 2 ~ 10. 0, andf(x) 
~ x-P with P ~ 1/2. 
The upper curve 
corresponds to the 
result obtained in 
the N ~ 3 sector, 
while the lower 
curve corresponds 
to the result ob­
tained in the N~2 
sector. 
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FIG. 5. Plots of L(q) versus q for the choice of parameters: 
a = 0.1, (T2 = 1. O. The two figures on the left-hand side of the 
diagram correspond to the choice fCx) = x·1> with P = 1/2, where­
as the two figures on the right-hand side correspond to the 
same choice offCx) but withp =1/4. In each pair of figures, the 
solid line corresponds to the result obtained in the N=3 sector, 
while the dashed line corresponds to the result obtained in the 
N=2 sector. 

sist, although not so strikingly as at the beginning of 
the evolution. Of course, numerical errors are much 
more important for large T (arising from the rounding 
off the values of Y IL and ov), and the displacement of the 
positions of the maxima and minima between the two 
curves displayed in Fig. 4 is most probably explicable 
merely by this, 

A rathe r cleare r indication for the case (12 = 1, 0 of 
the differences between the two sectors is provided in 
Fig. 5. Here a function L(q) is plotted which measures 
the number of times the value q is attained by p(T) over 
a range of T. To determine L(q), the same range of T 

and resolution of p(T) were used as in IV, Specifically, 
P(T) was computed at intervals of 0,02 over the range 
0.0"" T "" 150. 0; for this range of T, sensitive values of 
q occur about 300 times, and estimates of L(q) were ob­
tained via analysis (direct counting) of the plotted re­
sults. The interesting double humps in L(q) for N = 2, 
which were previously reported in Paper IV and are 
reproduced in Fig. 5, are seen to disappear entirely in 
the higher sector, and the effects when N = 3 of a higher 
average value of p(T) and of more frequent recurrences 
are plainly visible. The double humps have most likely 
vanished because the greater degree of excitation of the 
radiation field means more frequent excitation and de­
excitation of the atom, with consequently less likelihood 
of the system's being in a state in which there is either 
a very high or very low probability of the atom's being 
excited. It was, in any event, seen in Paper IV (see 
Fig. (IV-4)J that L(q) was, for (12=1.0, rather sensi­
tive to the chOice of the coupling function f, and thus it 
is not especially plausible that the disappearance of the 
double humps has any profound Significance. 

Finally, we remark that a plot of L(q) versus q was 
not constructed for the case Ci = O. 1, (12 = 10, 0, and 
f(x) =X·1 / 2 , since an excessive amount of computer time 
would have been required for this determination. To be 
specific, Fig. 3, which was constructed by calculating 
P(T) in units of T of 0.1 over the range 0.0"" T "" 25. 0, 
required 4.8 minutes per point on the Notre Dame IBM 
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370/158; to obtain a plot of L(q) versus q with an ac­
curacy comparable to that achieved in similar calcu­
lations in IV, a range of T from 100.0 to 400.0 in units 
of 0.1 would have to be considered, a calculation which 
is obviously out of the question, In any case, the L(q) 
versus q profile in the N = 2 sector was not character­
ized by humps [see Fig. (IV -5)], so that the calculation 
of L(q) for this choice of parameters seems not as 
urgent. 

VI. DISCUSSION 

In this paper attention has been directed to the exact 
solution of our model in the N = 3 sector with certain 
choices of the initial condition and with (12 finite, The 
limit of an infinite system is certainly of interest, and 
will be considered in a later paper. It may be useful to 
say something here about why the weak -coupling Ci = 0 
limit, which was of central importance in earlier papers 
in the series, has not been treated. A main point about 
the limit is that with the scaled dimensionless variables 
of Sec, V -the choice of which was imposed if the limit 
was to exist at all-quantities like H(O and fl(T) are not 
analytic in Ci at Ci = O. This remains true for N = 3, NOW, 
it was shown in Papers IV and V that p(T) in the weak­
coupling limit was very similar to the exact p(T) calcu­
lated with small but nonzero Ci (Ci = 0, 1), Since the nu­
merical computation of Eq, (37) is not substantially 
longer for Q' = 0, 1 than for Ci = 0, and since there are no 
new qualitative features (such as nonanalyticity, ergo­
dic ity , etc., as discussed in Paper V) in the N = 3 sec­
tor over and above those already discussed fully for 
N=2, it seemed unnecessary for us to perform any 
separate computations for Ci = 0 here. There is, of 
course, no particular difficulty in dOing them, For an 
infinite system «(12 = (0) the weak-coupling solution has 
some interesting properties which will be studied in 
later work. 

In Papers V and VI some emphasis was put on the 
choice of the coupling function f [Eq, (35)], and it was 
noted that difficulties arose, especially with (12 infinite, 
if f was lacking certain properties, The choices of f 
made in this paper have allowed us to compare results 
with earlier ones, but they are by no means the most 
useful or interesting choices, This is not likely to be of 
much importance for present purposes, as many of the 
problems associated with f arise only for (12 infinite, 
Further, if (72 is finite, unless it is very small, the be­
havior of P(T) is not much affected by the choice of f 
[see especially Figs. 1 and 2 of this paper, and Figs. 
2 and 3 of Paper IV). However, when the problem with 
(72= 00 comes to be looked at, the chOice of fwill be im­
portant again, and will merit some discussion. 

The results of this paper seem to us to be interesting 
chiefly because they give the solution to a p.~oblem in 
radiation theory which has not previously been amen­
able to exact treatment. The physical effects calculated 
are all in accord with simple intuition regarding the 
problem. But the methods used are capable of a good 
deal of extension. It has already been noted that a model 
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of a three-level atom in a radiation field can be tackled 
in the same way as the model of this paper. This mOdel 
is able to give a description of many more effects than 
the two-level model, for example, of competing decay 
modes for an excited state, phosphorescence and fluo­
rescence in molecules, and so forth. Sectors of the two­
level model with higher values of N than 3 can be treat­
ed by the methods of this paper, the only limit to com­
putation being the complexity of the expressions to be 
evaluated. There is every reason to hope that a genuine 
thermodynamic system can be discussed in which a 2 

becomes infinite along with N in such a way that a finite 
density of radiation is maintained over all space. Look­
ing farther ahead, one can hope that perhaps even the 
Dicke-Maser model, involving ultimately an infinite 
number of two-level atoms in the thermodynamic limit, 
will prove to be exactly soluable with a full spectrum of 
modes of the radiation field rather than the one mode 
that is all that has been manageable up to now. 14,15 In 
summary, the results presented here are interesting 
in that they confirm simple intuition about the problem 
treated and in that they open the way to the exact treat­
ment of many more realistic models. 
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Any "metric gravitation theory" (including general relativity) is shown to determine transport 
equations for the connection and curvature of the Lorentz frame bundle P 4 defined by the metric g. 
Observers are generally defined as curves in P 4 which project down to timelike trajectories in 
space-time. The transport of curvature along an observer trajectory is then given by a Lorentz Lie 
algebra-valued current composed of an internal and external part. Einstein's equations are shown to 
define one part of the self-dual limit of the usual Yang-Mills gauge equations, here called a 
particular form of curvature dynamics. As a consequence, the Yang-Mills-like energy-momentum 
tensor, introduced for the Lorentz connection, vanishes identically under Einstein's vacuum 
conditions. 

1. INTRODUCTION 

The state of motion of observer systems (inertial 
frames of reference) in special relativity is not affected 
by all the interaction occurring on the basis of 
Minkowski space-time; this means that the observer 
systems of special relativity are considered to be in an 
absolute state with respect to interacting systems. 

On the other side, any theory of gravitation has to 
take into account the fact of the observer's participation 
in the gravitational interaction between macroscopic 
matter. For this reason, a gravitation theory reveals 
new aspects, for any gravitation theory must be con­
sidered as an attempt to build an interaction theory in­
cluding observers on the same footing as the description 
of matter. This fact justifies the use of geometrical 
methods; curving up space-time seems to have the 
origin for the purpose of making the state of observers 
dependent on the gravitational background, e.g., in tlie 
sense that in Einstein's theory there exists a frame­
dragging effect. 1 

The following discussion is based on the two 
assumptions: 

(I) Space-time (together with a differentiable struc­
ture) is endowed with a Lorentz metric If (at least 
C2

, but in the following C~); 

(II) space-time curvature is generated by matter of 
any kind (including fields); therefore, a flat space­
time only admits of test fields. 

Geometrically, assumption (I) enables us to introduce 
local Lorentz frames of reference as a model for the 
description of observer systems on space-time. We do 
not consider g to be directly related to the graVitational 
field itself. g defines a subbundle, the Lorentz frame 
bundle, of the linear frame bundle on space-time. A 
geometrical quantity-a tensor field or a tensorial form 
with values in the Lie algebra of a structure group of a 
principal fibre bundle3-will be called "ebservabZe", if 
it is intrinSically related to an observer system or a 
field of observers on space~time. Connection and curva-· 
ture of space-time are observables since the linear 
connection (as connection in the linear frame bundle) is 
reducible to a Lorentz connection (defined as connection 
in the Lorentz frame bundle P 4 ) under assumption (I) 
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(together with a metric condition, see Sec. 2). 

A connection in the Lorentz frame bundle, together 
with curvature and covariant derivatives of curvature, 
is called, in the follOwing, external geometry of a 
space-time, contrasting with internal geometries de­
fined as connections of other principal fibre bundles on 
the same base space. 3 In general relativity, the metric 
tensor serves as an object representing at the same 
time the state of an observer (it determines standard 
clocks and measuring rods) as well as the pure gravita­
tional field. The aim of this paper is to find the role of 
every element in a connection theory for the Lorentz 
frame bundle: first, curves in the bundle itself which 
project down to timelike trajectories in space-time 
represent general observers, e.g., the freely falling 
systems are related to the horizontal curves defined by 
a connection in PH or the "Fermi-Walker curves" cor­
respond,to nonrotating observers on space~time (Sec. 
3 and 4). Secondly, we shall develop (in Sec. 5) the 
dynamics for the Lorentz connection and curvature in­
dependently of any restriction on the elements (besides 
the connection has to be torsionless); this dynamical 
problem consists in giving the evolution for the connec­
tion and for all its associated elements along any ob­
server trajectory in P 4 • 

The structure equations of the connection do not form 
however, a complete set of transport equations; the 
transport of the timelike part of the curvature is not 
yet prescribed. Einstein's equations, considered as a 
selection principle for curvature elements, imply a 
Yang-Mills type transport for these elements (Sec. 6). 
Furthermore, in Sec. 7, we show that the Yang-Mills­
like energy-momentum complex for the external geom­
etry vanishes identically under the restrictions implied 
by Einstein's vacuum equations. This fact suggests 
enlarging the set of "vacuum space-times" in the sense 
that it should contain also space-times with nonvanish­
ing energy density for the external geometry; Yang_ 
Mills-like equations for the external geometry surely 
satisfy this requirement. 

2_ GEOMETRICAL CONSEQUENCES OF 
ASSUMPTIONS (I) AND (II) 

The description of the external geometry is usually 
based on the properties of the linear frame bundle 
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L(V, GL(4), 1T) over a space-time manifold V. We under­
stand connection and curvature always as given in the 
sense of Refs. 3, 4. 

Let L be provided with a linear connection r. Fur­
thermore, we assume space-time to be totally and 
time-oriented (in the sense of Lichnerowicz5,6), then 
there exists a reduced subbundle P 4(V, G4> 1T) determined 
by the structure group G4 , the proper orthochronous 
Lorentz group; this means the elements U E P 4 consist 
of orthonormal vector fields, in the sense of the given 
Lorentz metric g, the timelike element Xo being future­
oriented, Then locally a coordinate system U of V will 
induce a coordinatization of PH a point U in P 4 taking the 
the coordinates 

U= (x,.. ,X~), 1T(U)=X. (1) 

Though the linear frame bundle is reducible in this case 
to the Lorentz frame bundle, a connection r in L has in 
general not to be reducible to a connection f in the 
Lorentz frame bundle. Let us first define therefore the 
exact definition of a reducible linear connection: 

Definition: The linear connection r in L determined 
by the connection form w with values in the Lie algebra 
of GL(4) is reducible to a connection r in P 4 , given by 
the connection form w with values in the Lie algebra of 
the Lorentz group G4 , if the following diagram is 
commutative: 

TL ~ GL" 

i* + + i* 
TP4 

~ Qe 

with i: reduction map L - P 4 , determined by the metric 
g,i: reduction map GL(4) - G4 • 

This definition is equivalent to the following: 

The linear connection is reducible to a Lorentz con­
nection, if, for every U E L, the horizontal subspace of 
TuL is tangent to P 4 , 

The reducibility of the linear connection means for our 
purposes that, instead of working with all the Christoffel 
symbols as expressions of w with respect to a natural 
linear frame U = (x, 0,..1 ), we shall not lose information 
on the connection by uSing a reduced set of connection 
coefficients as 'expressions of w with respect to a 
special Lorentz frame, or in other words, with respect 
to a special observer system. 

Lemma 13: Let a Lorentzian metric g be given on V 
so that g defines the reduction of the linear frame bundle 
to the Lorentz frame bundle P 4 , A linear connection in 
L is reducible to a Lorentz connection f in P 4 iff the 
linear connection is metric, 

From this point of view, gravitational theories which 
are not based on a metric connection (in which the par­
allel displacement does not preserve the structure of 
the Lorentz frame bundle) cannot be described within 
our observer-observable formalism. For, the Lorentz 
connection defined with respect to an observer system, 
does not contain all the information about the external 
geometry, The metric condition on the linear connection 
is therefore one of the most basic assumptions in an 
observer-oriented construction of a gravitation theory, 
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Whether we allow the existence of a torsion for the 
connection or not, is completely on a different footing; 
torsion can be explained as part of a curvature of an 
enlarged Lorentz frame bundle, 4, 7 the Poincare-affine 
frame bundle on a space-time. This opens new pos­
sibilities of constructing internal geometries on space­
time by enlarging the Lorentz frame bundle (see, e. g. , 
Refs. 7, 8) in the sense that the Lorentz group appears 
as a subgroup of a bigger structure group of a cor­
responding principal fibre bundle and the Lorentz con­
nection as a sub connection of this new connection. As a 
consequence, the first structure equation and the second 
one contain additional terms (such as, e. g., the torsion 
term) which act at the same time as source terms for 
the Lorentz connection. One example of this kind of a 
generalized Lorentz connection theory is found in the 
general relativistic formulation of the Yang-Mills 
theory by Lichnerowicz and Mme. Kerbrat.9 In these 
theories the coupling between the external geometry and 
the geometry representing internal degrees of freedom 
is more direct than in Einstein's theory where the 
coupling is indirect over the energy-momentum tensor 
of these "fields," 

3. GENERAL CURVES IN P4 

Let a connection fin P 4 be given; then an arbitrary 
curve (smooth) U(A) in P 4 can be characterized by the 
corresponding tangent vector field U(A): 

(2) 

decomposed with respect to the standard horizontal 
basis Ba , a = 0, • , ,,3, and the vertical basis E*a" in­
duced by the right action of the structure group G4 on 
P4• U(A) is called horizontal, if the tangent vector field 
U(A) is horizontal, 1, e" W(U(A))= 0, or 

the curve U (A) is horizontal iff A\ = 0, 'fI A, in the 
decomposition (2) of the tangent vector field, 

The lifting lemma3 guarantees that there exists, for a 
given curve X~, AF [0,1], in V and a given frame Uo for 
A = 0, a uniquely defined horizontal curve U(A) satisfying 
the initial condition u(O)=uo, with 1T(U(A»=X~, 

A. Horizontal Cijrves 

The horizontal curves of a linear connection which are 
integral curves for standard horizontal vector fields 
B(O specify the geodesics in V: 

Lemma 23: Let U(A) be an integral curve of a standard 
horizontal vector field B(O on L. Then the projection 
1T~(A»=XA determines a geodesic in V, and any geodesic 
can be obtained in this way. This is even valid for 
standard horizontal vector fields to be tangent to P 4 if 
the linear connection is reducible. 

The second statement means that for a given geodesic 
x

A 
in V we can find a Lorentz frame Xa(A), parallely 

propagated along x H and a set of 4 numbers ~a such 
that 

XA = ~a~(A), 1;"= const 'fI A, 

which defines the projection of a standard horizontal 
vector field B(~) under 1T*, 
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B. Vertical curves 

As a matter of construction, purely vertical curves 
can be generated by the transformations of the stability 
group of a group of isometry transformations of the 
space-time. We do not care about this special type of 
curves in P 4 • 

C. General curves in P 4 

With respect to a local coordinate system, a general 
curve in P 4 is given by 

U(A)= (xi ,X~(A», 

and the corresponding tangent vector field can be 
decomposed 

(3) 

responding linear connection form with respect to a 
natural frame. Apply this decomposition to the interior 
product: 

Wg(U(A))= y~{A~ + vPr¢~} 

where ~b is the local expression for the reduced 
Lorentz connection form in our local cross section. 
This shows that 

W~b(U(;\»= VP~b' (11) 

If x~ is a timelike curve in V, the expression (11) con­
tains the information on how our frame is transported 
along the timelike curve. If x~ is a geodesic, then we 

VIL_ dXIL 
- dA' (4) can always choose x~ -Xo; therefore, 

(5) 

or 

- * U(A)= VOBo + AObEbo' (2') 

Lemma 3: V": frame components of the tangent vector 
of the space-time part of the curve U(A); .4\: frame 
components of the covariant derivatives of the frame 
vectors Xo (;\) along x , or, in other words, .4\ deter­
mine how the frame {Xa} is transported in the direction 
of x~ with respect Lo a horizontal curve U(A)= (xHXo(;\»' 

ProoF·1 eO(u)= P= VILY" since eO(B )=0" and eo 'J. • 1" IJ. u ub ", 
takes the local expressions with respect to the frame 
U(A): 

80 = ya(A)dx lL 
u IL • (6) 

2. Look at 

-0 (.) A-0 - (* ) 
Wub U = b' since W"b ECd = oOdocb' 

According to the lifting lemma, 3 ::II a unique horizontal 
curve U(A) with u(O)=u(O) and 

1T(U(A)=X~ = 1T(U(;\», 

and the corresponding connection forms are related to 
one another by the transformation law of the connection 
form under cross-section transformations 

(7) 

with 

U(A) = U(A)g(A). (8) 

g(A) determines a curve in the Lorentz group satisfying 
the initial conditiong(O)=e. Since U(A) is constructed 
to be horizontal w(fi)=o, and therefore 

w (U(A)) =g-1(A )g(A), (9) 

which shows that w(u) determines how the frame u(;\) is 
transported with respect to the corresponding horizontal 
frame. 

Let us express the connection form with respect to the 
local cross section U(A)= (x~,Xa(A)): 

(10) 

where the r~a stand for the local expression of the cor-
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(12) 

Corollary3: If x t represents the integral curve to a 
Killing vector field ~ on V and u(t) the transformed 
frame of some uo, then ~1LP:.b is constant and determines 
a one-parameter subgroup in the Lorentz group which 
gives the transformation between the horizontal frame 
along ~ and the frame u(t)= cPt (uo), where CPt is generated 
by ~. 

Proof: Choose a fixed point on xt , say xo, and at Xo a 
fixed Lorentz frame uo' Then the Killing vector field ~ 
generates a one-parameter group of space-time trans­
formations CPo x t = CPt (xo), and a corresponding trans­
formation in PH say cPo with 

u(t)= ¢t(uo)' 

Since CPt is a group of isometry transformations, the 
Lorentz connnection is invariant under the bundle trans­
formation group which means 

wu(t) (u(t)= Wu (U(O)) 
° 

and according to (11), this means 

~1L~b =const along the trajectory. 

Moreover, the lifting lemma guarantees the existence 
of a horizontal curve u(t) with u(O)=uo, and 

u(t) = u(t)g(t), gE G4 , g(O)=e, 

w(u(t»=g-l(t)g(t)=const=AE g:, 
which shows that A determines a one-parameter sub­
group in the Lorentz group. 

4. THE LORENTZ FRAME BUNDLE AS OBSERVER 
MODEL FOR RELATIVISTIC GRAVITATION 
THEORIES 

The linear frame bundle of a four-dimensional mani­
fold does not as such carry importance for physics, 
only when specifying the manifold to bear a Lorentz 
structure, given by a Lorentzian metric on the mani­
fold,. or a Galilei structure, given by a positive semi­
definite contravariant tensor field y of rank 3 and a 
never vanishing 1-form in the kernel of Y,10 do we im­
pose the first "physical structure" onto the manifold, 
namely the observer model. The Lorentz structure de­
fines the Lorentz or relativistic observer model; the 
Galilei structure will define the Galilei or Newtonian 
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observer modeL In the following discussion we restrict 
ourselves to the relativistic observer model in order to 
find the relations between our connection-orie~ted de­
scription of gravitation and the usual metric-oriented 
general relativity. 

Definition: Every curve U(A) in the restricted Lorentz 
frame bundle P 4 , such that 1T(U(A»=X~ is a future­
oriented timelike curve in the underlying space-time V, 
defines a general observer on space-time. 

The state of the observer U(A) is given by the tangent 
vector U(A) on P 4 , since, as _we have seen above, the 
space-time part of U, V·= e:(it), determines the com­
ponents of the velo£ity vector in his own system and 
W~b(U)= V"P;.b= VC~b determines how this observer 
system is transported along the space-time trajectory 
with respect to a horizontal curve U(A), 1T(U(A»=X~. 

The horizontal curves U(A) in P 4 , as integral curves 
to the standard horizontal vector fields on P 4 , represent 
a special type of these observers; they correspond to 
the freely falling systems along timelike geodesics, as 
a consequence of Lemma 2. But, on account of the lift­
ing lemma we find along any arbitrary timelike curve 
in Va "freely transported system," with respect to 
which the components of the velocity vector field are, 
however, no longer constanio This seems to be a little 
bit in contradiction with the usual definition of observers 
on space-time; usually, observers appear to be at­
tached to a congruence of timelike geodesics, 11 or a 
little bit more general in cosmological considerations l2

: 

There, the observer tetrad has to satisfy the conditions 
V· = o~, i. e. , the observers are considered as the in­
tegral curves to the frame vector field Xc, which is 
future-pointing and normalized to unity by the given 
Lorentz structure. Anyhow, our general definition of 
observers reduces to these special observers, which 
were usually considered to be the only "physical ob­
servers. " Nevertheless, Synge! proposed an interpreta­
tion of the three spacelike tetrad vectors for adapted 
observer frames: If we draw connecting vectors in the 
directions of the spacelike members of a Lorentz frame 
{XldX.(A)} with Xo tangent to X~, then this defines a rigid 
system of four neighboring observer trajectories. Such 
an array of four observers serves to define the chrono­
metric meaning of standard lengths. 1 These tetrads 
along a timelike trajectory determine a special curve in 
P 4 • Moreover, Fermi-transported frames seem to offer 
a useful physical interpretation; they are the relativistic 
generalization of the classical "nonrotating frames.,,1 
Whether the state of an observer determines a Fermi­
transported observer can be tested, e. go, by the 
"bouncing photon experiment" proposed also by Synge. 1 

Lemma 4: 1. For any timelike curve x~ there exists 
the horizonta,l observer U(A), defined by the horizontal 
condition W(U(A»=O. 

2. For any timelike curve x~ we find an observer U(A) 
uniquely determined by u(O)=uo and the acceleration A 
for the trajectory x~. We call U(A) the general "Fermi­
Walker observer. " 

3 0 The general Fermi-Walker observer adapted to 
xH Leo, xr= V"=XI:(A),VA, (A proper time along the 
trajectory), corresponds to the usual Fermi-Walker 
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transported tetrad system along x~ with the initial 
condition it (0) = U o' 

Proof: wu(ll(A» determines in general how the system 
{x.} is transported along x~o 

1. The existence of the horizontal observer is guaran­
teed by the lifting lemma for the Lorentz connection' we 
always find a horizontal curve U(A) in P 4 satisfying the 
initial conditions u(O)=uo and_1T(u(O»=xo, 1T(U(A»=X~, 
VA. If x~ is a geodesic, then Xo can be chosen parallely 
to the velocity vector field V" (Lemma 3). If xI. is not a 
geodesic, the scalar product g(V,Xo) is not constant 
along x~. 

2. Fermi-Walker transport for vector fields 13 is that 
kind of transport that is only determined by the velocity 
vector field V" and the corresponding acceleration A" 0 

Especially, for tetrad vector fields we obtain 

\l 
V"\l XIJ. =-XIJ. =X (VIJ.AP - VPA") 

". dA a ap , (13 ) 

A":= V"\l" V" , 

where \l is the covariant derivative associated with the 
linear connectiono On the other hand, 

(14) 

and 

Eb a = y~ (V"\l"X~) 

= ~Xap(V"AP - VPAIJ.), 

Le., 

Eba= VOAa - VaAb o (15) 

This shows that E E q:, EOf =Ef 
0' Ef ,,= - E",o 

EO a is therefore completely determined by the frame 
components of the velocity and the acceleration vector 
field 0 Given a tlmelike curve x~ in space-time, we find 
a curve in P 4 , U(A) with u(O)=uo, determined by the 
tangent vector field War,¢(A»=E\, E\ given by (15). For 
the same space-time curve the horizontal lift U(A) with 
u(O)=uo is uniquely defined; we consider the transforma­
tion between the two curves 

(16) 

The transformation property (7) for the Lorentz connec­
tion in this case is 

W(z7(A»= eg(~)<,g(A» 

(e is the canonical 1-form for the Lorentz group G4 ); 

therefore, the Fermi-Walker observer U(A) is a special 
curve in the Lorentz frame bundle given by a special 
curve in the Lorentz group satisfying the differential 
equation (7) and the initial condition g(O) = e. 

3. Usually, we define Fermi-Walker transport for 
tetrads with xg = V"; for these adapted frames (15) 
reduces to 

(17) 

which shows that Eb. is a pure infinitesimal Lorentz 
transformation, el,,=O, witheof=AI=elo' Besides the 
Fermi-Walker observers there are other purely "physi­
cal" curves in the Lorentz frame bundle. The counter-
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part of the freely falling observers in space-time are 
the freely rotating observers attached to a small rotat­
ing mass. As the physical observer we would take e.g., 
the rest system for such a rotating body with negligible 
space extension, Xo equal to the 4-momentum, which is 
no longer parallel to the 4-velocity ~ one of the X, in the 
direction of the angular momentum of this rotating ob­
server. Then gravitation, i. e., the external curvature 
structure of space-time, will determine completely 
the trajectory of this system in P4~ 14 the state of the 
observer w (u) depends on the angular momentum of the 
rotating mass and on the external curvature of space­
time. This example of a freely rotating observer in 
space-time is self-determining since the state of the 
rest observer is determined by geometry itself. Even 
more complicated systems find an interpretation as 
curves in the Lorentz frame bundle such as the dynamics 
for a rigid body falling in space-time. 15 Other curves 
and cross sections of P 4 will not get in general a proper 
physical interpretation~ but they often serve to simplify 
calculations, say in adapting the observer frame to ex­
pected or required symmetries of space-time, just as 
the usual metric calculations often use coordinate sys­
tems responding to symmetry properties of space­
time. This is the meaning of the observer-covariance 
principle for gravitational theories; purely physical ob­
servers, as given by special curves in PH as well as 
purely mathematical observers, given by general curves 
or cross sections in P 4 , are able to describe geometry; 
the only thing we need is the knowledge of the state of 
the observer, Le., e:(u) and wu(u). This state will en­
ter all the dynamical equations for the geometry, de­
veloped in the next section. 

5. GENERAL CURVATURE DYNAMICS FOR THE 
EXTERNAL GEOMETRY 

Every intrinsic geometrical quantity will be expressed 
in the following, with respect to an observer system 
thought to be given by a curve in the Lorentz frame bun­
dle or a cross section. We shall develop the dynamics 
for the connection and the curvature of the Lorentz 
frame bundle P 4 as long as possibly independent of a 
special external restriction such as Einstein's equations 
or a Similar restriction on the Lorentz curvature. The 
aim is to extract as much information as possible only 
out of the geometry of the Lorentz frame bundle, This 
procedure has a counterpart for an experimental point 
of view; in my opinion, it leads to a distinction between 
four types of experiments concerning the gravitational 
interaction: 

-locally dynamical experiments which fix the state 
of the observer system with respect to the gravita­
tional surrounding; 

-experiments for the external geometry measuring 
some components of the Lorentz curvature, or 
higher order derivatives; 

-matter experiments giving information on the state 
of the matter which acts at the same time as source 
for the gravitational field; 

-experiments for internal geometries measuring the 
values of internal curvatures associated with some 
internal degrees of freedom of the matter. 

1027 J. Math. Phys., Vol. 16, No.5, May 1975 

The dynamical problem consists in solving the evolution 
for the connection and all its associated elements-es­
pecially for the Lorentz curvature-with respect to a 
given observer system. Thereby, each of the following 
structure equations of the Lorentz frame bundle con­
tributes in a specific way: 

-the first structure equation (typical for linear con-
connections) ; 

-the second structure equation; 

-the first and second Bianchi identities; 

-higher order structure equations for the curvature. 

All these relations do not really restrict the whole set 
of Lorentzian geometries, nor yield a complete set of 
differential equations for all possible geometrical ob­
servables; the evolution of the timelike curvature does 
not show up at all in these equations, as in the dynamical 
picture of a Yang-Mills connection. 9 

A. First structure equation of a Lorentz connection 

The first structure equation of a Lorentz connection 
determines the state of an observer system, i.e., it 
determines how an observer system is propagated along 
a curve in space-time. We restrict ourselves to the 
consideration of only Lorentz connections without 
torSion, 

(18) 

where the W"b are the components of the Lorentz connec­
tion form in the decomposition 

W=W\Eb., (E\)Cd=l1"cobd -0ad l1bc' (19) 

Let U(A) be an observer in P4 , V its state~ Bc a standard 
horizontal vector field; then 

de" (V,Be)= Lyoa(Bc) - Be o e" (V), 

Lyea(Bc)=Beo e"(V)-w"e(V) 

since 

w(Bc)=O, 8"(Bc)=o·c, 

(20) 

(21 ) 

which shows how the canonical basis is transported 
along the observer trajectory. NOW, we calculate (18) 
in local coordinates for the Lorentz frame bundle 

iy de" = - iy(w\Aeb ), 

The tangent vector field to the observer curve in P4 is 

- a v=v"a +A"--
" "ax: 

and 

e"= Y~ dx" ~ if U(A)= (xi' ,X: (A». 

Therefore, 

iy dG" = - (Y':"A:~ )dx" - dY:VP 

= - (l"'..A:~)dx" + Y~(dX~)y!P; 
on the other hand, 

- iy(W\Aeb )= - W"b(V)~ dx" 

+ Y:(dX~ + r~a~ dx")Y!>. 
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The first structure equation gives therefore an equation 
for the components A: for the tangent vector field V in 
the local deeomposition (22) 

dXB. -
A~===.K6wa (V)_XlLre P (23) 

e dX • e c ILP , 

or in other words 

ax!!. 0 -_e +xlLr~ vP=.K6w. (V) dx e ILP • e • (24) 

The timelike connection coefficients w\ (V) determine 
therefore the transport of the observer frame along the 
vector field VP if torsion vanishes. 

Remark 1: We obtain the same Eq, (23) by transform­
ing the components .-4\ of iT in the decomposition 

- - * V = V· Bu. + Aa bE~. (211 ) 

to the local decomposition (22), since the standard 
horizontal vector fields are locally given by 

Bu. =X: (01' - r~~~o~: ), 
* 0 
E""b = Xt oX'" , 

• 

(25) 

(26) 

(27) 

Remark 2: If the Lorentz connection is torsionless 
and iT is horizontal, i.e., w(V)=O, then the frames are 
parallely propagated, as a consequence of (24), From 
Lemma 2 we know furthermore that, if va = constants, 
then Xx will be a time like geodesic and iT a standard 
horizontal vector field on P4' At the same time we re­
cognize the role of torsion in a Lorentz connection: 
Torsion will act in the sense of an exterior force term 
on the state of an observer field, since all Eqs, (18), 
(20), (23), and (24) have an exterior force term on the 
right-hand side given by the torsion coefficients. 

B. Second structure equation of a Lorentz connection 

The contraction of the second structure equation of the 
Lorentz connnection, 

dw ('i, B e)= ~ [w(V), w(B.)] + U(iT, Be), (28) 

gives 

Lyw(Bc)=Bc' w(V)+R"cVI'. (29) 

The Lie_transport of the Lorentz connection in the direc­
tion of V is determined by the state of the observer and 
the Lorentz curvature 0 For a given observer field a as 
a local cross section of P 4 , the second structure equa­
tion determines the curvature in terms of the Lorentz 
connection 

RlLv=o",rv-oi" + [r""rv ] (30) 

or, if we contract with V" and Xc, a= (x", X~), 

R V" Xv= V"'o (xvI' ) - XVo (V'" r ) + [r V xvr] 
JLV C $.L eve II I-L JL I.L' C II 

- (V"'o XV)r + (X':'2 v"')r 
Jl. eve" IJ.' 

or 

(31) 

with 
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[V,Xc]=b~21'=b·~a' (32) 

b· c is determined by the first structure equation. Let a 
be a horizontal field of observers, VI' f", = 0, 

~f=R v"'+bl'f ( dX e ",e c 1" 33) 

V'" can be chosen parallel to X o, since the Va are 
constants, 

(34) 

Equations (31) and (24) imply the following interpreta­
tion: The timelike connection coefficient v",f deter-

" mines the state of the observer in as much as it gives 
the vertical part of the tangent vector field to the ob­
server tr~jectory in P 4 ; the spacelike part of the con­
nection, rj> contains the effective information about the 
Lorentz connection; its evolution along the observer 
trajectory is determined by the state of the observer 
and the timelike part of the Lorentz curvature R 1'1 V" • 

C. Bianchi identities for the Lorentz connection 

The Bianchi identities for the Lorentz connection take 
the following form 

'il"R"'8+'il~",,,,+'il~8'" 
+[r",R",~] + [re,R"",]+ [r""Re..J=O. (35) 

'il is the linear covariant derivative given by the cor­
responding linear connection which reduces to the 
Lorentz connection, 

Contracting with V'" X: ~, we have 

V" X:X:['il I" ,Rae] + (f' [" ,R",e])} = O. 

For the following we need some identities: 

(1) V"X:~'ilI'R",e= VI''il '" (X:.K6fi,,,,e) - V"('il "X:)XB~"'8 
- VtL X."'('il ,,~)R"'8 

with 
-

y~(V"'ilI'X:)= y~(V"o",~ + v"'r~pX~)= VtLr~a' 
V"'('il X"'lvBR = (V"''il X",)ye i1 =v"'rc R . 

Jl. a JAb cx.8 J.L a «""cb f.J,a eb' 

therefore, 

VtLX"'.xt!'il R = V"'2 R - v"'rc R - v"rc ;:; (36) a b IL as IJ. ab IJ.cr"cb 1J.l1""ac· 

(2) V'" X: ~'il ~ 1'''' = ~'il8 (VIl X: Ii "",) - (~'il eVil W':.R"", 

- (Xlt'ileX:)V"'R",,,,, 

(X~'il~X:)~R"c V'" = xgrg.R",cV"', 

y~ ~ 'ilp V"')= Y~~'ile(X;yrJ) 

= (Xb • ve) + ~('il8X~ )V"Y~ 

=Xb • ve +~r..1l4 yrJ. (37) 

Therefore, the contracted Bianchi identities read now 

d - --
dX Rab + [v"'r 1" Rab ] 

= V'" ra R - VIl re i1 - V (R V"') - va (R V") 
/La cb ~lt""ca b J,l.Q btL 

+x8rc R V'" +x"'rc ;; V"'+ (X ve)R-
b t3a IJ. C a o:lfo"cJ.L b· ca 
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- - - - -
+ (Xa • VC)Rbc + ~r~ V"Raz +x:r';.d V"R bC' (38) 

Vb(RI"a VI"): =Xb• (RI"a VI") + [1\,RI"a VI"], 

where the "covariant derivative" stands for the Lorentz 
connection. 

Let us restrict (38) to a horizontal curve with VI" =X~, 
a=i, b=k, 

d - - - --
d?t R1" = - Y'"Rol - Y'IR"o + I1'IRam + r;"Rmo 

+ r;:,Rml + fr;cfikm o (39) 

Bianchi equations do not provide us with an equa!i0n for 
the timelike elements of the Lorentz curvature R01 ' In 
the decomposition of 

rl =flK, + .:llJ/? 

Rab=f;~, + .:l!bJ, 

(40) 

(41) 

(for g;=so(3)+m, J , the rotation basis for l=1,2,3, 
K, is the corresponding boost basis) together with the 
bracket relation 

[r I'Rab ] ={.:l~.:l:b - f;fa"t,hnm'J, 

+{.:lnFm+jn.:lm}E 'K Vab 1 ab nm 1 

(42) 

we get the J terms, 

d~ .:l~" = - X" • .:lbl - XI • .:l~o 

_ {.:In.:lm_~ I _jnFmJ' '} 
f "cr-nm IJ "cr-nm - - - -

+ (rM - q·k).:l~ + r:o.:l~1 + rio.:llm' (43) 

the K terms, 

d fl - I X FI d?t 1"- - Xk·fo l - 1')kO 

- {.:l~f01E"m' + f~.:l~Enm'} 
{.:In FmE 1 +jn.:lm_~ '} 

- V"O nm I "cr-nm 

+ (rM - ri,,)fJm + I1'of!1 + r;of;m' (44) 

Therefore, we obtain differential equations for .:ll" and 
flk, i,k,l=1,2,3, Leo, six matrix equations. 

D. Differential equations for the timelike curvature part 

The evolution equation for the timelike part of the 
curvature is not implied by the structure of the Lorentz 
frame bundle; in general, this evolution will be governed 
by an internal current, built up by components of the 
connection and curvature itself, and an external current, 
which is a Lorentz Lie algebra-valued object of type 
adG4-a fact which is suggested by the curvature struc­
ture of the gravitation theoryo Since Einstein's equa­
tions, which are not of the type of a curvature evolution 
equation in the original form, give rise to a Yang-Mills 
equation for the Lorentz connection 

(45) 

as we shall see in the next section, we complete the 
general Lorentz curvature dynamics by this type of 
evolution equation for the timelike part of the curvature; 
we obtain the Einstein class of solutions by restricting 
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the Lorentz curvature to have some linear dependencies 
between different components. 

Let us transform Eq. (45) with various identities 

RYV= - ~1)I"ve>,8 *RaB' 

Y' RI"v- _ 1.1)I"vaBY' *R I" - 2 I" aB' 

[r RI"v] = - 1.1)I"v"'B [r * R ] 
IJ.' 2 IJ.' o!s 

jv _ _ 1.1)I"""'B *j (as a definition of *j ) 
- 2 I""'B I"aB, 

Y' II" *R aB1 + [:i\I" , *R"'Bl] = K *jl"",B' (46) 

General vacuum solutions will be characterized by 
*jl"aB = 0 0 (46) represents the "dual Bianchi equations"; 
we apply the same procedure to them as in Sec. 5c and 
obtain the dual evolution equations for the elements 
*Rabo With respect to a horizontal observer the timelike 
curvature satisfies the evolution equation 

d - - - - -
d?t *RI"=-Y',,*Rol-Y'I*R,,o 

+ (f;;'I- rr,,)*R Om + f;;'o *Rml + rio *R"m o 

6. EINSTEIN'S EQUATIONS AS A DEGENERATE 
CURVATURE DYNAMICS FOR THE LORENTZ 
CONNECTION 

(47) 

Einstein's vacuum equations are not in the form of an 
evolution equation for the curvature with respect to a 
given observer, since they work with the general linear 
(torsionless) connection (which is also supposed to be 
metriC) over space-time. Reduced to the Lorentz con­
nection of the Lorentz frame bundle, Einstein's vacuum 
equations are equivalent to special linear dependencies 
between the components of the Lorentz curvature 

*Rab=R*ab are equivalent to R",B="AgaB' (48) 

where R*ab denotes the algebra adjoint for the Lorentz 
Lie algebra, namely if 

Rab = f;bK, + .:l!bJ" 

then 

R* ab = - .:l~bK, + f;bJ, 0 

(41) 

(49) 

Therefore, Einstein's vacuum equations (48) imply the 
following identities: 

fl" =Elkm.:l~, .:l~m = ~ml"fl", 
.:ll"=-EI,,mfJrn, fJm=-~mlk.:l~"o 

i.eo, e.g., the relations 

.:l~3=ff2' fJ3= - .:l~2' 

(50) 

(51) 

(52) 

Bianchi identities contain the evolution equations for the 
spacelike curvature components, i. eo, for the f/,,'s, 
and .:l~,,'s, so that now Einstein's equations determine 
automatically the evolution equations for the timelike 
components, at least in the "Einstein" vacuum case, 

Lemma 5: Einstein's vacuum equations together with 
the evolution equations for the spacelike part of the 
Lorentz curvature, given by Bianchi identities, imply a 
Yang-Mills type equation for the timelike Lorentz 
curvature, 

Proof: We assume the differential equations for the 
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timelike curvature are given by an equation of type (45). 
All the equations are Lorentz covariant, and so we re­
strict ourselves to horizontal observers. We'have 
therefore to show that Eqs. (47) together with Einstein's 
conditions on the Lorentz curvature reduce to Bianchi 
equations (43) and (44) •. We pick out, e.g., the compo­
nents for i = 1 and k = 2. 

10 Take (43) for i= 1, k= 2: 

d t:.1 - X t:.1 I d>c 12 - - 2 - 01 - Xl - t:.20 

- {t:.~t:.:;'1 - f:fo";}Enm l 

- {t:.~t:.;o - f~g~hnml - - - -
+ (r~l - rr2)t:.t", + ~0t:.~1 + rrot:.~m 

Together with Einstein's conditions (52), we obtain 

d~ t:.~2= - X2-fi3 - Xl-fi3 - {t:.~f2~ + f;t:.':3hnml 

- {t:.~f:'; + f~ t:.r3}Enml - fid;3 
- - - - -

- r~Jl3 + (r~l - r~2)fi2 + ~Ot:.~l + rrot:.~m- (53) 

On the other hand, Eq. (47) for the *R12 gives 

~*fl- ~ I _ I I d>c 12-- d>cf03--X2-f23-X1-f13 

- {t:.~f2~ + f;t:.~3hnm' - {t:.~f:'; + f~t:.r3}Enml 

- fi2fi3- r~Ji3 + (r~2 - r~1)fi2 
+ fiofJ3- f~ofJ2 + fiofJ3 - f~ofJH 

which reduces to (53) by introducing Einstein's condi­
tions once again. 

2. Take (44) for i= 1, k= 2: 

d~f:2= - X2·fJ1 -X1-fio -{t:.~f~ + f;t:.:;'lhnml 

- {t:.~f~ + Ii t:.~o}Enm I 
+ (r':l - ri'2) fJm + r~Of~l + ff'ofim 

together with Einstein's conditions (52) 

d~ f:2 =X2 - t:.~3 + Xl - t:.~3 + {t:.~t:.~3 - f;f2~} Enm
1 

+ {t:.~ t:.T3 - frfl"s} Enm1 + ri2t:.~ 
- - - - -

+ qlt:.~3 - (ql - q2)t:.~2 + ~Of!l + rrofim' 

(54) 

On the other hand, Eq. (47) for the *R 12 gives 

d *t:.1 d I I t:.1 
d>c 12 = - d>c t:.03 = - X2 - t:.23 - Xl - 13 

- - --
- q2t:.~3 - r~t:.~3 + (ql - q2)t:.~2 

+ ~0t:.~3 - f~0t:.~2 + fiot:.~3 - fiot:.~l" 
Introducing Einstein's equations once again reduces this 
equation to (54). 

These Yang-Mills type equations for the Lorentz 
curvature follow also over the corresponding equations 
for the linear connection (metric and torsionless) 
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V ~aaup=O. (55) 

The linear curvature is related to the corresponding 
Lorentz curvature over 

Then 

Y~(V /X~yT>aRcb"P» 
= V R" UP + fe i/c UP _ fb .i/e up = 0 

P f Pc'"' f pro b , 

i.e., in matrix notation 

V)~up+ [rp,Rup]=O. (45' ) 

7. ON THE YANG-MILLS CONNECTION ENERGY­
MOMENTUM TENSOR OF THE LORENTZ STRUCTURE 

The two algebra invariants II and 12 for the Lorentz 
connection, defined by 

II = Tr(RabRaO), 

12 = Tr(Rab *Rao), 

assume particularly simple values under Einstein's 
vacuum conditions 

3 

II = 8~ {[Ui2)2 - (t:.12)2] + [Ui3)2 - (t:.~3)2] 

+ [Uil)2 - (t:.~1)2]}, 
3 

12=8 L; (Ji2t:.f2+fi3t:.~3+filt:.~lL 
f.1 

(56) 

(57) 

(58) 

(59) 

In a general Yang-Mills connection theory, there is 
defined a gauge-invariant connection energy-momentum 
tensor Tab; the analogous object for the Lorentz 
connection 

KT =(_g)1/2Tr(RCR +1.7) R RCd) ab a cb 4 ab cd (60) 

resembles Bel's super energy tensor16 in as much as 
Tab is also quadratic in the curvature. K = 81TG / c 2 is the 
Einsteinian constant. The decomposition of the Lorentz 
Lie algebra into Qe = so(3) +?!? gives a remarkable iden­
tity for the Lie algebra-valued curvature elements and 
their corresponding adjoint components, locally 
expressed in (41), (49), 

Tr(Ra~ab)= Tr(R:oR:,) 

(without summation over a and b)_ 

The tensor Tab satisfies the following condition: 

(61) 

Lemma 6: The connection energy-momentum tensor 
density Tab' defined in (60), vanishes identically under 
Einstein's vacuum equations (48L 

This property of Tab follows directly by introducing 
(48) into Tab and using the identity (61L 

In general Too will not be positive definite because of 
the noncompactness of the structure group (read "gauge 
group"); however, we hope that the physically important 
solutions of Eqs. (35) and (45) would imply a positivity 
condition for the connection energy denSity Tooo Tab it­
self will not longer vanish, e. g., for the vacuum 
Einstein-Maxwell equations, even if the corresponding 
Lorentz connection satisfies the more general "vacuum" 

M. Camenzind 1030 



                                                                                                                                    

equations (45) with vanishing current JB, such as Love­
lock's spherically symmetric connection, 17 The exis­
tence of further internal degrees of freedom for space­
time manifolds modifies, in general, the Lorentz con­
nection in a way that Tab is nonvanishing. 

8. CONCLUSIONS 

We have seen that any metric gravitation theory2 
(without torsion) leads immediately to three different 
levels in the hierarchy of the dynamics: observer dynam­
ics, curvature dynamics for the observer geometry, and 
matter dynamics, Besides Einstein's theory, for which 
all the curvature evolution equations follow from Bianchi 
identities, any metrical theory (e,g., the Brans­
Dicke-Jordan theory18 or Nordtvedt's theories19) can be 
brought to the form of our curvature dynamics; a partic­
ular theory is specified by the current j,. in _Eq. (4..5) 
and the particular values for the invariants II and 12 in 
(58) and (59) as well as for the Lorentz energy-momen­
tum tensor (60). Our model is more general than the 
framework of metrical theories developed by Thorne and 
Will (see, e.g., Ref. 2) in the sense that we neither re­
strict ourselves to asymptotically flat space-times nor 
neglect internal degrees of freedom for the geometric 
structures. In our framework, general relativity is char­
acterized among other metrical theories by the fact that 
the curvature-energy-momentum tensor (60) vanishes 
identically. However, the more general equations (45) in­
clude vacuum space-times with nonvanishing curvature­
energy density. The meaning of such solutions, at least 
in the static spherically symmetric case, will be in­
vestigated in a forthcoming paper. What we are expect­
ing is the existence of a richer class of space-times 
containing the Schwarzschild family as a subclass. Such 
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enlarged sets of "vacuum" space-times are useful for 
different applications even in general relativity, since 
Einsteinian vacuum g~ometries appear then in a subset. 
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Conformal invariance and Hamilton Jacobi theory for dissipative 
systems 

R. M. Kiehn 

Department of Physics, University of Houston, Houston, Texas 77004 
(Received 25 October 1974) 

For certain dissipative systems, a comparison can be made between the Hamilton-Jacobi theory and 
the conformal invariance of action theory. The two concepts are not identical, but the conformal 
action theory covers the Hamilton-Jacobi theory. 

Recently, in this journal, two articles have appeared, 
both of which deal with dissipative systems. The first1 

considers the Hamilton-Jacobi theory approach, while 
the second2 incorporates dissipation into Hamiltonian 
theory by considering the conformal invariance (rather 
than the absolute invariance) of the closed integral of 
action, A =p"dq" -Hdt. It is of interest to compare 
these two theories, and herein it will be demonstrated 
that the first theory is a special case of the second. 

Classical Hamilton-Jacobi theory admits dissipation 
in the sense that aH/at need not be zero, but physical 
systems represented by Hamilton's equations of motion 
must be adiabatic, because the closed integral of work 
always vanishes when the force is a spatial gradient, 
aH/aq". The conformal theory yields a modified set of 
Hamilton equations of motion which admit nonadiabatic 
phenomena, as well as systems for which aH fat '* O. 
These concepts as well as the explicit equations for v" 
and j" in the conformal case, are given in Ref. 2. 

The key idea, which permits the ready comparison of 
the two developments, is based upon the observation 
that if a formA admits an integrating factor (3, such 
that (3A is an absolute invariant with respect to the pa­
rameterized vector field yV, then the formA is a con­
formal invariant of the vector field yV. That is, if 

£'yv(M) = 0 (absolute invariance) 

then 

£'yvA = rA (conformal invariance), 

where the conformality factor r is given by the 
expression 

(1) 

(2) 

- r /y = a (In(3)/at + v" a (In(3)/aq'' + j" a (In(3)/ap,, . (3) 

For the one-dimensional viscous medium, the 
Lagrangian L = t exp(lIt) q2 generates a momentum p 
= exp(lIt)(! and a Hamiltonian H =tp2 exp(- lit), such that 
the action A =p" dq" -Hdt is a conformal invariant of 
the flow yV=y(v",!", 1), with conformality factor r/y 
= - Il. The integrating factor for the action is (3 
= exp(- Ilt), such that i3A = q" dq" - (q2/2) dt is an abso­
lute invariant with respect to yV. 

Similarly, for the linear damped particle with con­
stant force L = exp(lIt)(tq2 - gq), p = exp(lIt)q, H 
= tp2 exp(- lit) + gq exp(lIt), such that the conformality 
factor is r /y = - II, and the integrating factor is (3 
=exp(-Ilt). 

The linearly damped harmonic oscillator yields L 
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=texp(2I1t)(q2_w~q2), p=qexp(2Ilt), H=t[P2exp(-2Ilt) 
+ W~q2 exp(2I1t)], with a conformality factor r /y = - 21l, 
and an integrating factor (3 = exp( - 211t) , 

The Hamilton-Jacobi theory for these and other ex­
amples has been worked out by Denman1 and others. 
It should be noted that each of the above examples is a 
special case of the conformal theory; the constraints of 
the special case are that the dissipation function r is 
computed to be a scalar constant, and the integrating 
factor is a function of time, alone. The conformal the­
ory of dissipation includes a much wider class of dissi­
pative systems for which r is an arbitrary function of 
q, p, and t. As an example of the more general case, 
consider the problem for which the equation of motion 
involves both linear and quadratic damping and an ex­
ternal force to be described below; i. e., the equation of 
motion is assumed to be, 

.. 1 '2 • av V 
q +2,kq +Ilq =-aq-k . 

The Lagrangian generating this equation of motion is 
given by 

L = e<l>{W /2) - V(q)}, ¢ = hq - lit. 

(4) 

(5) 

The canonical momentum is p = qe<l>, and the Hamiltonian 
is given by the expression 

H = (P2/2) exp(- ¢) + Vexp(+ ¢), (6) 

such that the action A =pdq - H dt is a conformal invari­
ant with a conformality factor 

r /y = + II - hq = Il - kp exp[ - (kq - Ill)]. (7) 

The integrating factor for the action is (3 = exp( - ¢). 

The Hamilton-Jacobi theory may be viewed in light 
of a gauge transformation which reduces the rank of the 
action-generated volume element from 2N + 1 to 2N di­
mensions; i. e., consider the gauge function~, such 
that the equation 

A - d~ = 0" -::,,) dq" - (a~~)dP" - ~ + ~i) dt (8) 

reduces toA - d~= - (a~/ap,,) dp". Those actions that ad­
mit such a gauge reduction must satisfy Q =A /\dII/\ 

, .. /\dII = 0; i. e., the 2N + 1 volume Q is empty. 

The constraints so imposed by the gauge reduction on 
(8) are the usual Hamilton-Jacobi conditions: 

(9) 

Copyright © 1975 American I nstitute of Physics 1032 



                                                                                                                                    

and 

ozp 
ii[+H(p,q,t)=O. (10) 

The concept that an action which satisfies a conformal 
invariance equation (which implies dissipation) admit a 
global integrating factor ~ can be equilibrated with the 
idea that the action be reducible by means of a gauge 
transformation to a set of constraints that yield the 
Hamilton-Jacobi equations (9) and (10). The general 
1-form of action does not satisfy A /\dA /\ ... /\dA = 0, 
and cannot be represented in the Hamilton-Jacobi for-
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mat. Such systems are included, however, in the con­
formal theory of dissipation. 
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Weyl quantization of anharmonic oscillators 
T. T. Truong* 

Department of Physics, Columbia University, New York, New York 10027 
(Received 8 August 1974) 

It is shown that polynomial self-interactions appearing repeatedly in the mathematical physics and 
chemical physics literature for the case of one degree of freedom can be treated in the formalism 
suggested by Weyl long ago, as was the case for the harmonic oscillator. New properties of the 
Schrodinger wavefunctions are derived, and appropriate schemes of approximation for the eigenvalue 
problem arise naturally in a nonperturbative way. 

I. INTRODUCTION 

As far back as 1928, Weyll had proposed to look at 
the Heisenberg canonical commutation relations (CCR) 
in their "exponential" form to describe the quantum 
kinematics of a system. The proposal did not generate 
much interest until 1949 when Moyal used it to show that 
quantum mechanics can be viewed as a nondeterministic 
statistical theory. 2 But it was only in the early 1960's 
that Weyl' s suggestion received renewed interest in the 
formulation of quantum dynamics of a field by Arake 
and Segal. 4 This was subsequently followed by the dis­
covery of a realization of the "exponential" (or Weyl) 
CCR in the space of analytic functions of a complex 
variable by Bargmann. 5 It turns out that Bargmann's 
construction is a particular case of the theory of con­
tinous representation of Hilbert spaces formulated by 
Klauder. 6 Indeed with the discovery of coherent light 
at that time, the Weyl CCR enjoyed a great deal of 
popularity due to the work of Glauber, Sudarshan, 
Klauder and others. 7 However, despite recent attempts," 
this formulation does not seem to be very successful in 
any other case than the harmonic oscillator problem. 

The objective of this article is to demonstrate that 
nontrivial self-interactions of the polynomial type, Q2m 
with m = 2,3, can be treated by the Weyl formulation. 
This seems to be a worthwhile enterprise since it is an 
alternative to the well-known Schrodinger approach, 
which leads too often to involved singular perturbation 
series. Moreover, since it is so customary to view the 
single degree of freedom with nontrivial interaction as 
the prototype of a nonlinearly coupled field with no 
space dimension, it is hoped that the present study would 
shed some light on perennial problems of quantum field 
theory. 

In the rest of this section, we shall lay the foundations 
of our discussion by introducing the functional repre­
sentation of the Hilbert space of states as a continous 
representation theory generated by the Weyl CCR and 
by recalling the essential functional properties that are 
derived from this approach. In Sec. II the dynamical 
problem is brought in, and it will be shown that an inte­
gral of the motion arises which leads to a partial solu­
tion of the problem. Sections IV and V are devoted to the 
study of the quartic and sextic anharmonic oscillators; 
it will be shown that new properties of the Schrodinger 
energy eigenfunctions can be derived, Finally, new con­
nections with old problems are pointed out and their im­
pact on physical applications emphasized. 
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A Functional formulation of the Weyl's prescription 

Let H be the abstract Hilbert space of states for a 
single degree of freedom system. An element of H will 
be denoted by a Dirac ket, i. e., I <J!) E H. Quantum 
kinematics in H is described by two self-adjoint un­
bounded operators on H and their canonical commutation 
relation (CCR): 

[Q, P]=iI 

where I represents the identity in H and the Planck 
constant is set equal to one for simplicity. 

Following Weyl, consider the unitary operator 

U(p, q) = exp[i(PQ - qP)] 

(I. 1) 

where P and q are two real numbers. The group multi­
plication rule for U(P, q) can be easily derived from 
(I. 1): 

U(P, q) U(pl, q/) = exp[i(pq' - plq) U(P + P', q + ql)]. 

A special state I n) in H is called a cyclic state with 
respect to the U(P, q) if the totality of the states gen­
erated by U(p, q) as 

Ip, q) = U(P, q) In) 

for all p and q, spans H and form a total set in H, 6 

Similarly, one would define 

(p, q I = (n I ut(P, q). 

The set of states IP, q) are said to form an overcomplete 
family of states (OFS) in H. 

Once an OFS is known or made available, any state 
can be completely described by the amplitude 

The physical interpretation of the amplitude <J!(P, q) has 
already been given in Ref. 9 and shall not be discussed 
here. It can be shown6 that: 

(a) <J!(P, q) is a continuous, bounded function of p and q, 
the upper bound being the norm of the state I <J!); 

(b) <J!(P, q) is a square integrable function with respect 
to dpdq; moreover, we have 

~7T f i<J!(p,q)i
2

dpdq-%(<J!i<J!)· 

Let L 2 (P, q) be the Hilbert space of the functions <J!(P, q); 
then L 2 (P, q) is obviously a realization of H in the sense 
of a continuous representation of a Hilbert space. 6 
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B. Representation of operators in L 2 (p,q) 

Assuming the most general choice of I 0) EO H, it is 
possible to construct the partial differential operators 
representing Q and P from the elementary relations 

o~ U+(P,q)=U+(P,q)i(~q-Q), 

o! U+(P, q) = U+(P, q) i( ~p + P), 

It follows then that 

(p,q!Q!</J)=~ o~ +~q) </J(P,q), 

(p,q!p!</J)= (-i OOq +~p) </J(P,q) 

for all real P and q. Consequently, the correspondence 

(
. 0 1 .\ 

Q - Q = t ap + aq; , 
(I. 2) 

P-P=(-i o! +w) 

defines a representation of the CCR in L\p, q). 

However, in most realistic cases, the functions 
</J(P, q) will have continuous derivatives of all orders and 
will exhibit a strong decrease at infinity with respect 
to p and q. Then the Fourier transform 

</J(P, q) = 1/27r r </J(k, q) exp( - ikp) dp 
-~ 

establishes an isometry between L 2(P, q) and L2(k, q), the 
Hilbert space of the functions </J(k, q). In L2(k, q) the 
representation of the CCR is now defined by the 
correspondence 

Q- Q =(tq+k), 

P _ P = _ J~ _0_ + ~\ 
\2 ok oq I' 

Consider the linear transformation in the plane (k, q), 

x=(~q+k), y=(-~q+k), (1.3) 

which induces the initary mapping L2(k, q) - L 2(x, y) 
through 

</J(k, q) - </J(x, y) = </J [t(x + y), (x - y)]. (1. 4) 

In L2(X, y), Eqs. (I. 2') can be rewritten in the variables 
x and y and yield the usual form of the Schrodinger rep­
resentation of the CCR in the x variable: 

Q-Q=x, P-P=-i~ . ox (1. 5) 

Note that y remains a variable so that L 2 (x, y) is not 
the usual space of the Schrodinger representation. 

What is presented here is, for an arbitrary choice of 
cyclic vector state 10), three different ways of con­
structing two-variable representations of the CCR which 
are mutually unitary equivalent to each other, exhibiting, 
in particular, the main feature of von Neumann's theo­
rem 6 on the decomposition of any arbitrary representa­
tion of the CCR into a direct sum of copies of the 
Schrodinger's representations as described by Eq. (1. 5). 

Finally, if the kinematics offer such a great flexibility 
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in its description, the quantum dynamics in turn are 
more specific and lead generally to a definite irreducible 
representation of the CCR, i. e., a more concrete and 
specific space of wavefunctions where the dynamics is 
fully described and developed. 

II. FORMULATION OF THE DYNAMICS 

A. General assumptions 

Dynamics of the system are defined by a Hamiltonian 
operator H, generator of the time translation group 

{t EO R, U(t) = exp( - itH)}, 

The action of this group is defined by 

U- 1(t) Q U(t) = Q(t), 

U- 1(t) P U(t) = P(t). (II. 1) 

The Hamiltonians considered here will be assumed to 
have pure point spectrum bounded from below, as well 
as the "canonical" form, defined by the Heisenberg 
equations of motion 

[iH, Q]=P, 

[ 'H p]= _ dV(Q) (II. 2) 
Z , dQ' 

where V(Q) is the given interaction potential. H will 
consequently appear as a construct of Q and P. 

We shall assume, moreover, that in the context of 
the Weyl picture described in the previous section we 
deal with an irreducible representation space of func­
tions L 2(P, q), L2(k, q), or L2(X)XL2(y), where H is a 
self-adjoint operator represented by the differential 
operators 

H (- i ~ + ~P i _0_ + ~q~ in L 2 (P ) oq 2, op 2 ') ,q , 

H (- i o~ ,x) (II. 3) 

The point of considering an irreducible representation 
is that it allows us to choose any state as a cyclic state6 

and to relate the amplitude </J(P, q) to the Schrodinger 
wavefunctions and thereby to study their properties. 

B. Existence of an integral of the motion 

The task of solving for the spectrum of the differential 
operators (II. 3) turns out to be more tractable in the 
Weyl formulation because one can explicitly construct 
an integral of the motion, i. e., another differential 
operator H' which commutes with H. 

To derive the expression for H' consider the OFS 
generated by a choosen eigenstate I E'; of the Hamiltonian 

H ! E'; = En ! E,;, 

namely, 
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and form the matrix element of H between IPq, n} and an 
arbitrary state lIP}. From stone's theorem6 one can 
write 

(pq,nIHIIP}=i d~ (pq,nl exp(-itH)II/I}lt=o (n.4) 

The matrix element of exp( - itH) can now be transformed 
into 

(pq, nl exp(- itH) lIP) = (Enlexp(- iEnt) U+(p, q;t} lIP}, (I1.5) 

where 

U+(p, q, t) = exp[- iPQ(t) + iqP(t)], 

thanks to the well-known Baker-Hausdorff formula6 

1 1 
exp(-A)B eA = B + IT [A, B] + 2! [A, [A, BJ] + '" 

and Eq. (11.1). It remains to substitute (11.5) into (II. 4) 
and take the time derivative according to the formula10 

i ddt eXP[-iA(t)]11 =exp[-iA(O)] t ( im 

1)1 
too moo m+ 

X[A(O), [ ..• [A(O),B] ..• ] 
m times 

where 

B 1
· A(t) -A(O} 

= s- 1m t 0 
t·o -

Again because of (II. 7) the value of the matrix element 
(11.4) is 

But, formally one has 

.. (_q}m+l (d)m+l 
V(Q)=V(Q-q)=- m~ (m+1)! dQ V(Q) 

and 

Consequently, one winds up with the expression 

(pq, niH 11/1) = (pq,n\ En + [H(Q, P) -H(Q - q, P- P)]\l/i), 

(11.6) 

where iH(Q, P} is the canonical form of the Hamiltonian 
of Eq. (II.2): 

H(Q, P) = 1p2 + V(Q). 

The integral of the motion is the difference between the 
Hamiltonian and its translated form 

H'(Q, P) =H(Q, P} -H(Q - q, P - pl. 

From (II. 6) it is clear that H' has the following 
expressions as differential operator: 

H'=Hli 1..+.!.q _1'~+.!.P~_Hli1.._-21q . a Ip~ \ a P 2, oq 2 J \' op ,- I oq - 2" 'J ' 
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H H 6 k ·1 a . a) (1 1 a a) , = \"2q + , - 1 2" ak - 1 aq - H k - "2q, i 2" ak - i aq , 

H'=HG, -i o~) -H~, i o~)· 
From the last expression, it can be seen that H' is es­
sentially the difference between two Schrodinger 
Hamiltonians of the same type in two independent 
variables x and y, hence one verifies that 

lH,H']=O. 

C. Applications to the study of energy eigenstates 

If one chooses </J to be I Em), another energy eigenstate, 
then </J(P, q) takes the form 

(II. 7a) 

The great advantage in dealing with an irreducible rep­
resentation is that it allows us to express Emn(P, q) in 
terms of the Schrodinger wavefunctions6

: 

Emn(P, q) = 1/21T 1: </In(k - q) exp(ikp) IPm(k + ~q) dk; 

but we also have 

Emn(P, q) = 1/21T 1: Emn(k, q) exp(ikp) dk. 

This would Simply imply that 
-. ) 1 1 Emn(k, q = 7}!.(k - "2q) ?/!m(k + 2"q), 

or, alternatively, thanks to (I. 3), 

Emn(x, y) = IP~(x) </Jm(Y). 

(II.7b) 

(II. 8) 

(11.9) 

Now without spelling out the variables it can be veri­
fied from the expression (II. 4) that the amplitude Emn 
satisfies the following system of equations: 

H' Em. = (Em - En)Emn, 

H Emn=mEmn' (II. 10) 

These equations are greatly simplified when m =n, i. e., 

H' Enn=O, 

H Enn=EnEnn' (II. 11) 

Hence in order to study an energy eigenstate I E,) in the 
Weyl representation one studies the amplitude Enn which 
is nothing else than the average value of U(p, q) in the 
state I E,{. The interesting point is that for the interac­
tions we are conSidering it is easy to find the solution to 
the first equation of (II. 11) since the knowledge of the 
spectrum of H' is not required and since H' appears as 
a separable partial differential operator. Finally, one 
can use the normalization condition on </In(x) to normalize 
proper ly E nn' 

III. THE HARMONIC OSCILLATOR 

The harmonic oscillator is a well-known testing 
ground which is widely discussed in the literature, in 
particular by Moyal and Bartlett. 11 Nevertheless, we 
would like to show in this section how the ideas put 
forward in the previous section can be applied to this 
simple and soluble problem. Moyal's results will be 
rederived with the help of Eqs. (II. 10), quite in contrast 
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to the use of the Schrodinger energy eigenfunctions in 
his approach. 

The Hamiltonian 

H = Hp2 + W2Q2] 

is realized in L 2(P, q) by the second order partial dif­
ferential operator 

H(P,q)=t (-i a: +wr +~20 a~ +tqr (III. 1) 

which admits the integral of the motion 

H'(P,q)=i(w2qa~ -Pa~)' (III. 2) 

Geometrically H'(P, q) is nothing else than the generator 
of the rotation around the origin of the space of the 
variables p, q. 

According to Eqs. (II. 10) the amplitude 

Emn(P, q) =<~nl U+(P, q) I ~m> 
are the eigenfunctions of H(p, q) and H' (P, q) with eigen­
values Em and (E"- ~m), respectively. 

The single valued eigenfunctions of H' (p, q) are of the 
form 

Emn(p, q) = !mn(P2 + w2i) exp[ - i(€,,- tm)]w-1e, 

where 

En-Em=rw with r=O,±1,±2, 

tan8= p/wq. 

(III. 3) 

The unknown functions !m"(x) can be found, if one re­
quires that Em" be eigenstate of the Hamiltonian. It can 
be verified that 

( 
d 2 d En - ~m r 2) X -+-+---X-- f =0 

dx2 dx w 4x m" ' 

where 4 wx = (P2 + w2q2). With the change of variable 
p = 2x, we define a new function g ","(p) through the 
relation 

/",Jp) = exp(- p)!1P gm"(P)' 

Then the gm"(p) will satisfy 

( £ d ~ 
I(dp2 +(r+l- p ) dp + (E",+E")w-1_(r+I)Jgm"(P)=O. 

One can attempt to solve this equation by power series 
in p. However, in order to prevent its growth at infinity 
from overcoming the factor exp( - p)JTt), one has to 
require that the series terminate: g",n(P) assumes then 
the form of an associated Laguerre polynomial12 L~-m(p) 

if the following condition is satisfied: 

(En + Em) - w(r+ 1) = 2mw. (III. 4) 

Taking into account (III. 3) one finally obtains the energy 
levels 

~m=w(m + t) 

and the expression of Emn(P, q) up to a normalization 
factor N mn : 

Em,(p, q) =Nmnexp[ - tp - i(n - m)8]p-(n-m)/2 L~-m(p). 
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When n = m, E ,n(P' q) is just a Laguerre function 
N nn exp( - p/2)L,,{p). When n = 0 the ground state being 
chosen as the cyclic state of the representation we ob­
tain the familiar coherent state representation if one 
sets 2 = v'1P exp(i8): 

Emo = (2 I Em>' 

We shall not discuss the properties of the Laguerre 
polynomials further, since there exists ample literature 
on the subject. 12 However, it is interesting to notice 
that they are introduced here in a natural way as the 
solutions of differential operators arising from the 
representation of the CCH. 

Finally, we should mention that Moyal in Ref. 2 also 
obtained the first Eq. (II. 11) with the time dependence, 
starting from a different approach. 

IV. THE QUARTIC ANHARMONIC OSCILLATOR 

A. The main result of the Weyl formulation 

The quartic anharmonic oscillator has been quite a 
popular topic in recent years. 13 In this section we would 
like to present the derivation of some results reported 
earlier. lq The model contemplated here is described by 
the Hamiltonian 

(IV. 1) 

Had we used a normal ordered term : Q4~ we would have 
to introduce a correction to the frequency wand a shift 
in the energy levels. However, these corrections do not 
add any new physical content to the problem and shall 
not be discussed. 

The central problem here is the study of the eigen­
state lEn> of H in (IV. 1). From Sec. II, it is shown 
that the realization 

of H admits the integral of motion H'(p, q), 

H'(P, q) = i (w2q a~ -P a: 1 -7c (4q aa;3 -q3 a~ 1 ' 
which unfortunately does not possess a simple 
geometrical meaning. 

Since I En> is the state to be studied, its properties can 
be described by the amplitude E "n(P, q) = (En I U+(p, q) I Em) 
or by its Fourier transform E""(k, q) given by Eq. (II. 7). 
It just happens that H' turns out to be a separable partial 
differential operator in L2(k, q) through the combinations 

(IV.2a) 

namely, 

H'(k q)=qk -2 - -2 - 4Xu - w2 
• [ 

a2 a2 ] 
, au av 

Hence Eq. (II. 11) for the I ~") eigenstate of the quartic 
anharmonic oscillator will admit the general solution 

Enn(u, v) = r: cp (2) ~~::~ Ai(YU + W2y~ 22) d2, 
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where 4A =y3 and Ai(x) is the Airy function decreasing 
for x-co, i. e., 

Ai(x) = 1: exp[i(t3/3+xt)]dt. 

Finally, 1>n(x) is an unknown function. 

Noting that, because of Eqs. (II. 2), (II. 3) we have 

(IV.2b) 

and that E nn is related to the Schrodinger amplitudes by 
Eqs. (II. 9), we obtain the expansion 

,f, (x) ,f, ( ) = f~ ,j.. (z) co. sh xyz . l x
2 + y2 w

2 + Z2\ 
'l'n 'l'n y _~ '¥n smhxyz Al'Z' -2--+-y-2-)dz. 

(IV. 3) 

The choice of cosh or sinh in this equation depends ob­
viously on the parity of I/!n(x). 

To determine 1>n(z), we let the Schrodinger 
Hamiltonian 

d 2 

H(x)= - i d~ + iW2
X

2 + AX4 

act on both sides of (IV. 3) and using partial integration 
reexpress this action as a differential operator on 1>n(z). 
To simplify the notation let us define 

( 
X2 + y2 w2 + Z2) 

T= y -2-- + -y-2- . 

Then 

H(x) I/!n(x) I/!n(Y) 

j~ [' coshxyz 
= 1>n(z) 2Z2(~+y2)_ty3ry2]'nh Ai(T)dz 

-~ SI xyz 

+ j~ ,j.. (z) [-x z sinhxyz _ C~ShXYZJ Ai'(T)dz. 
_~ '¥n y coshxyz SlnhXYZ 

Every expression containing x and y can be rewritten as 
a differential operator in the variable z, i. e. , 

(
y3 d 1 3 d 2 1 2( 2 2)~ . ( ) 

= 4Z -;;;: - "4 y dz2 + y3 Z Z + W ~ Al T , 

2 2 (COShXYZ) d
2 

(COShXYZ) 
X Y sinhxyz = dz2 sinhxyz . 

Hence 

x c~shxyz Ai(T)dz. 
smhxyz 

From this last equation it can be seen that the original 
Schrodinger eigenvalue problem is now shifted to an 
eigenvalue problem on 1>n(z) which satisfies the equation 

(- i y3 ::2 +y-3 Z2(z2 +W2») 1>n(Z)=En1>n(Z) 

with the new boundary conditions 
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(
1) (z)Ai(T) C~ShXYZ)~ =0, 

n smhxyz _~ 

r1> (z) ~ fAi(T) C~ShXYZ)J ~ =0 L n dz \; smh xyz _~ , 

which force 1>n(x) to be of the same type as I/!n(x). 

Let us perform the following scale transformations on 
the equation satisfied by 1>n(z): 

z = at, w = aw' , En = aE~ , 
where ,.3 = 2 a 3. The transformed equation is now 

( 
1 d

2 1 2 2 1 4) ) -"2 dt2 +2W' t +2 t 1>n(l =E~ 1> nU. (IV. 5) 

The previous transformations reveal the correct de­
pendence of the energy levels on the cubic root of the 
coupling constant A. 13 Since it is well known that there is 
no loss in generality as far as the properties of the 
Schrodinger wavefunctions are concerned in assuming 
A = i, we shall stick to this particular value of A in the 
rest of the discussion, and set 

where Il n is a constant of proportionality. 

The expansion (IV. 3) assumes now the well-known 
form of an integral equation for zonal spherical func­
tions'5 (e. g., Legendre, Gegenbauer polynomials, 
Bessel functions"') 

I/!n(x) I/!n(Y)=ll n I/!n(z) sinhxyz i
~ coshxyz . (X2 + y2 + Z2 + W2) Al 2 dz 

y 
-~ (IV. 6) 

where ,.3 = 2. 

We observe that if I/!n(x) is a solution of (IV. 6) corre­
sponding to Il n then -I/!n(x) is also a solution corre­
sponding to the value - Il n; since both wavefunctions 
describe the same physical probability distribution we 
can assume that Il n > 0 for all n. 

B. Homogenous integral transformation for I/In (n) 

A linear homogenous integral equation can be derived 
from equation (IV. 6) if one multiplies by I/!n(Y) on both 
sides of it and replaces the product I/!n(Y) I/!n(z) on the 
right-hand side by its expression given by (IV. 6). The 
normalization condition on I/!n(Y) yields 

I/!n(x)=Il~ r., I/!h)K.(x,y)dy, (IV. 7) 

where the kernels K.(x, y) are defined by 

K (x y)=j j c~shxuv c?Shyuv Ai(x2+U
2

+v2+w2) 
• , . SInh xuv smh yuv ,.2 

X A.( y2 + u2 + v2 + W2) d d 
I, y2 U V. 

The integral transforms T. defined by the symmetric 
kernels K.(x, y) commute with the Schrodinger 
Hamiltonian H(x). It is interesting to notice that T is 
analogous to the Fourier transform in the problem of 
the harmonic oscillator. Equation (IV. 7) is of the 
Fredholm type. The conventional approach to Fredholm 
integral equations is well known, 16 but we shall seek an 
alternative approach to the solutions of (IV. 7). 
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We shall restrict our discussion to the case of even 
parity wavefunctions, and the results can be trivially 
extended to odd parity wavefunctions. 

Consider the function of x defined by the integral 

Fo(x) = 1~ coshxu Ai ~U2 + W2y~ ~) du. 

Fo(x) is obviously a square integrable function in x since 
it is bounded and integrable over the real line. Fo(x) 
does not have any zero for w2 > yr where r= - 2. 338··· 
is the first root of the Airy function Ai(x). However, as 
w2 goes increasingly negative a first zero will appear at 
the origin when w2 satisfies the condition 

[00 Ai~U2+ 7)dU=0. 
In fact, this equation has an infinite number of roots 
w;, j = 1, 2, .. " for which when w2 < w~ there exists at 
least j zeros of Fo(x) on x> 0 and for which the sign of 
Fo(O) is (_l)i, 

Equation (IV. 6) shows that 

lar when both ifJ2k(X) and Fo(x) have the same number of 
zeros on the real line, From Schwartz inequality it 
follows that JJ.;~ ~ (F 0' F 0)' 

There are, however, values of w2 for which the over­
lap amplitude (ifJ2k' Fo) is the same for a finite number of 
k (since for k sufficiently large, JJ.;~ will tend .to 0); then 
JJ.;~ is a degenerate eigenvalue of T ,. 

Let JJ.;~ be the largest eigenvalue of T, appearing d t 

times in (IV. 12); then independently of d t 

1l-2 -1'm (Fn,Fg) 
,....z· - 1 ) 

• n-oo (Fn-l,Fo 

Again from Eq. (IV. 12) one can see that (F n_l ,Fo)l/n 
will converge to J.1.2~ if and only if d t = 1, otherwise d t 
would be the number for which 

lim {(Fn-lo Fg)\l/
n =J.1.;~. 

n-<Q \ dt l 
Then if d I = 1, Eqs. (IV. 10) and (IV. 12) show that one 
can determine the wavefunction as 

ifJZI(X) = lim [(J.L21)2 m.1Fm(x)] 
m-~ 

(IV. 8) and the energy levels 

and using the Sturm-Liouville theorem for H(x) on 
L2(X), we have the expression 

00 

Fo(x) = 6 iJ.;~ 1J!Zk(X). 
k =0 

More generally, if one defines the functions 

F m(x) = T: F o(x), 

then they would have the expansion 

00 

F m(x) = 2] (J.1.2kt2m-l 1J!2k(X) 
k=O 

(IV. 9) 

(IV. 10) 

and T m are trace class operators: Tr T':' = (F mol' Fo) for 
m = 1, 2, 3, "', where ( , ) is the inner product in L~(x), 
the Hilbert space of square integrable functions which 
are even on R. Moreover, using (IV. 6), (IV. 9), (IV.10) 
the kernel of T':' can be either calculated explicitly from 
F m(x) or be expanded in terms of the Schrodinger wave­
functions as follows: 

f
~ (X2 + y2 + Z2 + w2\ 

K':'(x,y)= _00 Fm_l(Z)COShXYZAi, y2 jdz, 

K';'(x, y) = B (J.1. 2k )-2m 1J!zk(X) 1ji2k(Y)' (IV. 11) 
k =0 • 

Finally, from (IV. 9), (IV. 10), (IV. 11) we can derive 
the numerical equations 

~ 

(F n-1 ,Fo) = 2] (/..L;;)n, 
k =0 

00 

(Fn_1HFo)= 6 (Il;;i)n fu 
k= 0 

for n= 1, 2, .... 

(IV. 12) 

(IV. 13) 

Equation (IV. 8) shows that fJ2~ is a positive real num­
ber for an appropriate choice of phase for 1J!zk(X) and 
consequently that T+ is a pOSitive transformation. For 
a fixed value of w2

, the overlap amplitude (ljizk' Fo) will 
be maximal when ifJ2k(X) looks close to Fo(x), in particu-
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Ezi= lim J.1.;7(Fn_1,HFo)· 
n-~ 

So long as there is no degeneracy, this process can be 
repeated to determine all subsequent J.1.2~, Ezk' and 1J!zk(X) 
in a recursive way. 

Unfortunately, the determination of Ijizk(X) and Ezk in 
the case of d t > 2 remains an unsolved problem. The 
previous procedure of taking limits would yield only 
a mixture of equal weights of eigenstates and conse­
quently of energy levels. It seems that one would need 
an additional condition to lift this degeneracy. 

But the values of w2 for which transformation T. has 
degenerate eigenvalues (in finite multiplicity) form only 
a discrete set of numbers which annihilate the Van der 
Monde determinant1? of the system of linear equations 
in E2k (IV. 12). We note that the crossing of some of the 
JJ.;~ as functions of w2 may correspond to some of the 
phYSical features of the quartic anharmonic oscillator 
unseen before in the Schrodinger representation. In 
particular, this would happen most likely when w2 < y 2v 
in the usual situation of the double well potential. 

Finally, we would like to mention that numerical 
calculations have been performed in 14 as an illustration 
of the approximation scheme which is apparent from 
this approach. 

C. Adjunction of a radial potential 

When a centrifugal potential, arising from a separa­
tion of variables in polar coordinates, for example, the 
term 

L(L+1)/2xZ
, x>O, 

is added to the Schrodinger Hamiltonian, the operator 
H' again remains soluble in the variable u and v as 
defined by Eq. (IV. 2): 
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, _ ( 02 0
2 

2 L(L + 1)\ 
H(u,v)- ou2 -8'V2- 2u - w + v2 J' 

Let 1/JmL(x) be the eigenfunction of the Schrodinger 
Hamiltonian 

then we obtain, following the same procedure, the 
integral equation 

1/JmL(X)1/JmL(Y)=/1mL~~ 1/JmL(z)vXYz I L+1 / 2(xyz)Ai(T)dz 

(IV. 14) 

where 

and 

(~ _ L(L + 1) ) . ~ 
dv2 v2 _Z2 vzv f L+1 / 2(ZV)=O, 

I L+l /2 being a modified Bessel function Fegular at the 
origin. For L - 0 we recover the odd solutions of the 
previous case. It is interesting to note that the "zonal" 
character is not destroyed by the centrifugal potential 
and that 1/JmL (x) again satisfies a homogeneous integral 
equation 

1/JmL(x) = /1 mL r K(x, y) 1/imL(Y) dy 
o 

with kernel 

K(x, y) = fo ~ F OL (z) rxyz f L+1 / 2 (xyz) Ai(T) dz, 

where 

V. THE SEXTIC ANHARMONIC OSCILLATOR 

A. Main results of Weyl's formulation 

The Hamiltonian 

(V. 1) 

has been studied in the past in the SchrOdinger repre­
sentation through singular perturbation SiB and through 
the Hill determinant method. 19 Moreover, one can show 
that the Schrodinger eigenfunctions of the Hamiltonian 
(V. 1) are expressible in terms of a confluent form of 
the Heun functions. 20 In this section we shall demon­
strate that Weyl's formulation of the Hamiltonian (V. 1) 
leads to the expansion of the Schrodinger eigenfunctions 
in terms of parabolic cylinder functions and the eigen­
value problem can be reduced to the finding of the eigen­
values of a very simple symmetric matrix. 

We first remark that the operator H' of the 
Hamiltonian H is again separable in the variables u and 
v defined by Eq. (IV. 2): 

(V.2) 

Hence E""(k, q) or E""(u, v), Fourier transform of 
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E""(P, q) = (1'"1 U+(P, q) 1 ~") 
where IE") is the nth eigenstate of H, has the expansion 
with coefficient c.,(n): 

E""(u, v)=:0 c,,(n)D v(2,1rlu)D,,(,12rlv). 

" In the expansion Dv(x) is the well-known paraboliC cy-
linder function solution of the equation 

(d~ -tx2+(2V+l~D)X)=O 
which decreases at infinity (x - + 00). The indices /1 and 
v of the parabolic cylinder functions according to Eq. 
(n. 11) are related by 

/l=2v+j3 

where j3 is a naturally scale invariant parameter: 
t(1 + w2 /rl) 

Equations (II. 8, 11.9) help to obtain the expansion of 
the Schrodinger eigenfunctions product 1/J"(x)1/J"(Y) with 
real numerical coefficients c,,(n): 

1/J"(x) 1/J,,(y) = ::0 c" (n) Dv(,rn (x2 + y2»D,,( v'2TI xy). 
" (V.3) 

To ensure that the right-hand side of this expansion 
shows the appropriate behavior under the space inver­
sion x - - x (or y - - y), we are led to choose /1 even 
(odd) positive integers whenever n is even (odd). The 
parabOlic cylinder functions D" (x) are just in this case 
the harmonic oscillator Schrodinger eigenfunctions H" (x) 
of frequency rl. 

To determine c,..(n) we let the Schrodinger Hamiltonian 
act on the expansion (IV. 3): 

[1/J;: - (W
2
X2 + rl2X6) </!")1/J"(Y) 

= {IT ::0 c" (n) 2D~( {IT (x2 + y2» [H" (v'2Q xy) 
" 

+ 2v'2Qxy HJI2fI. xy») 

+ ,fIT :0 c" (n) {IT (x2 + y2)Dv ({IT (x2 + y2» 
U 

X [Wx2y2 - (2/1 + 1»)H)v'2ITxy). 

From the known recursion relations for Dv(x) (Ref. 12) 
we have with the use of (IV. 2) 

2D~(2{IT u) = vD v _1 (2m u) - D V+1(2ffi u), 

2m uD v(2.f{f u) = vD
V

_ 1(2mu) - D v+ 1(2m u), 

and similarly from the recursion relations of the har­
monic oscillator eigenfunctions: 

H,,(Jillv) + 2vH~(v'2Qv)= 1/l(/1 -1) H,,_2(v'2QV) 

- v(/1 + 1)(/1 + 2) H"+2(v'2TIV), 

[Wv2 - (2/1 + 1»)H" (v'2TI v) = V/1(/1 - 1) H U_2(v'2TI v) 

+ v(/1 + 1)(/1 + 2) H u +2(v'2TIv). 

Hence 

[1/J" - (W
2X

2 + rl2X6 )1/J")1/J"(Y) 

=2{IT::0 [v /1(/1-1) Cu _2(n) 
U 

The eigenvalue problem in the Schrodinger representa-
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TABLE. 1. Convergence of the energy levels €k as a function of 
N, the d imens ion of the symmetric matrix approximating A. 

N= 40 80 160 

EO 0.7647 0.7501 0.7402 

"1 1.689 1. 639 1.609 
1'2 5.812 5.537 5.360 
1'3 7.607 7.214 6.962 

tion is now shifted to the difference equation 

-J1l(!.J. + 1) c,,_2(n) + v-J (Il + 1 )(Il + 2) c u +2(n) 

+ (o/,/n)cjn) = 0. 

320 

0.7336 
1.588 
5.248 
6.795 

(V.4) 

This is a numerical system of linear homogeneous 
equations in c" (n), with coefficients depending on two 
dimensionless quantities {3 and the scaled energy value 

E' =E/in. 
The existence of a nontrivial solution requires that the 
determinant should be zero. 

Since Il takes values in the set of positive even or odd 
integers, we shall restrict ourselves to the case where 
Il = 2p (P = 0,1,2, ... ) corresponding to the Schrodinger 
wavefunction 1/i2P(X), The extension to odd wavefunctions 
1/i2P+1(X) is trivial. For 1l=2p, we have v(P)=P-/3/2 
with p = 0,1,2, .... Hence if {3/2 < 0, then all v> 0; and 
if p < /3/2 < P + 1, v will take (p + 1) negative values. In 
particular, when/3/2=pthen v=O, and the system (V.4) 
is split into two groups of equations. The first group of 
p linear homogeneous equations in co' •.. , c2 (P_O has, in 
general, the trivial solution Co = ... = C2 (P_1) = ° because 
the vanishing of its determinant leads to imaginary 
values for 0' : 

e v(1)vT.2 ° 
vT.2 E' v(2)-J3.4 

° 
° 
° ° -J3.4 e 

v(p - 1)-J(2p)(2p - 1) 

° ° -J(2p)(2P - 1) 

=0. 

The second group of equations for c2P' C2p+2 ,'" is of the 
usual type which shall be discussed. Consequently, for 
those special values of /3/2 the expansion (V. 3) would 
have started with H 2P(x) rather than Ho(x). 

When p < /3/2 < P + 1, since all C2k and ~k for k < pare 
continuous in /3/2, the reality of the expansion (V. 3) 
requires that C2k = ° for k < p. The only system of equa­
tions to be considered is (V. 4) with Il> 2p its involves 
only one negative value of v, i. e., v(P) < ° and v(k) > ° 
for k > p. Then in this latter situation we have 

1041 

E' c2p + v(P + 1) v' (2P + 1)(2P + 2) C2(>+2 = 0, 

v'(2P + 1)(2P + 2)c2P 

+ e' C2P+2 + v(p + 2) v' (2p + 3)(2p + 4) C2p+4 = 0, 

v' (2P + 3)(2p + 4) C2P+2 

J. Math. Phys., Vol. 16, No.5, May 1975 

+ 0' C2P+4 + v(P + 3) v' (2p + 5)(2P + 6) C2P+6 = 0, 

Since 

v(p + 1) - 1 = v(p) = 1 + v(p - 1), 

one can define new coefficients d2k by the relations 

( 

v(p + 1) ~ 1/2 

C2P = r [v(p + 1)Jj d2P' 

1 
~k= ~k fur k>p 

Y r[v(k)] 
and obtain a completely symmetric system of linear 
homogeneous equations in d2k, k > p. The vanishing of the 
determinant now can be viewed as the characteristic 
equation of a real symmetric matrix of the type 

0 .. ' 

° 
with 

a"k = -J v(P + k) -J(2P + 2k + 1)(2p + 2k + 2). 

As expected, the eigenvalues of A obviously real and 
the coefficients c" (n) can be computed theoretically up 
to a factor which in turn will be determined by the 
normalization condition on 1/in(x). 

Finally, we note that for !312 < ° and large, the case 
of the double well potential, there is no problem in sym­
metrizing the matrix for there is no negative v. The 
expansion (V. 3) starts only with a large value of v. 

B. Numerical results 

A straightforward approximation scheme can be set 
by restricting ourselves to the NXN upper submatrix of 
A. As an illustration we have choosen w = Q= 1 and 
proceed with various values of N. The results for low­
lying levels are reported in Table I and show the slow 
convergence of the approximation steps. We have made 
no attempt to improve this numerical convergence but 
have just used a standard routine to diagonalize a real 
symmetric matrix. Graphical interpolation yields the 
following values: 

eo=0.718, E1 =L571, 

E2 = 5. 08, e3 = 6.64. 

These numbers can be compared to those of Ref. 19. 

C. Adjunction of other interactions 

The Schrodinger Hamiltonian 

) 1 d 2 
1 2-2 1 2 6 J2 - 1/4 

H,,(x =- 2" dx2 +2W x +2QX + 2? 

admits in Weyl's formulation the following integral of 
the motion: 
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where u and v have the definition given in Sec. V. A. 
Then ~njx), the Schrodinger eigenfunction of H(x), 
verifies 

~njx) ~nJ(Y) = 6 co(n, J)DvUIT (x2 + y2» G oJ( v'ITxy) , (V. 5) 
o 

where G qJ( v) is the solution of the differential equation 

vanishing at the origin and normalized as the radial 
harmonic oscillator eigenfunction. 

The indices v and q are related by 

2q+(J+t)=2v+j3. 

Again, to determine co(n, J) we calculate the action of 
H(x) on (V. 5): 

H J(x) ~nJ(x) ~nJ(Y) 

'" =..m 6 cq(n,J)2D~(m(x2+y2» [GqJ(mxy) 
o 

~ 

+2v'IT 6 co(n,J) v'IT(x2 +y2)Dv(m(x2+y2)) 
o 

From the recursion relations of the Laguerre 
polynomials12 

[Ox2y2 _ (2q +J + l)]G qJ = - ../(q + l)(q +J + 1) G(q.UJ 

- ../(q+J)q G(o-llJ' 

GoJ(v'ITxy) + 2v'ITxyG'oJ(mxy) 

= 2../(q + l)(q + 1 + J) G( o. l )J - 2../(q + J)q G( o-UJ" 

This implies in (V. 6) that 

(V.6) 

v../ (q + l)(q + 1 +J) c o+1(n,J) + ../q(q +J) co-1 =£' co' 

where the £' the scaled energy value given by 

£' =~/2m 

(V. 7) 

appears to be the eigenvalue of an infinite real sym­
metrizable matrix analogous to A, along the lines dis­
cussed before in the preceding paragraphs. 

Finally, one can consider the Hamiltonian 

) fl( 1 d
2 

12214 1J
2
-1/4) 1261 

HJ~(x = L-2" dx2 +zwx +zAx +2" x2 +zOx J 
Its eigenfunction ~nJ (x) satisfy the expansion 
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~ 

= 6 co(n,J, i\)Dv(v'IT(x2 + y2 + i\/W2»GoJ(mxy), 
o 

where 

2q+J+t=2v+j3' 

with 

f:3' = (;3 - i\2/403
) 

and cq satisfying a recursion relation similar to (V. 7). 

VI. CONCLUSION 

In this article we have shown that Weyl's formulation 
of the CCR can be used to treat nontrivial interactions 
in the quantum mechanics of a single degree of freedom 
system. This formalism is based on the existence of 
an integral of the motion. It leads to the natural sep­
aration of odd and even states. It does predict the cor­
rect scaling of the energy levels in terms of the coupling 
constant. It does accomodate the addition of a radial 
centrifugal potential. And most crucial of all, it does 
set the eigenvalue problem in a novel context suitable 
for a natural approximation scheme. Moreover, the 
expansions (IV. 6) and (V. 3) exhibit more explieitly the 
analytic properties of the Schrodinger eigenfunctions. 

However, we did not try to deal with the interaction 
Q8 since the integral of the motion is unfortunately not 
separable in the variables u and v. 

The present study has by no means exhausted the new 
revelations brought into light by WeYl's formulation. 
Equation (IV. 6) proves that some group theoretical back­
ground is still to be discovered21 and it is quite obvious 
that from the structure of its integral of the motion H', 
the sextic anharmonic oscillator is related to the two­
dimensional anisotropic oscillator in Minskowski space 
and therefore to its group of dynamical symmetry. We 
hope to treat these problems in a forthcoming 
publication. 

Finally, needless to say that in many physical situa­
tions the radial potential arises from the separation of 
variables in spherical coordinates of some higher di­
mensional problems of statistical mechanics. 22 It may be 
there that the degeneracy of some eigenvalues of the 
transformation T. found in the quartic anharmonic os­
cillator may be of some unsuspected physical relevance. 
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An integral equation for the Gel'fand-Levitan kernel in terms of 
the scattering potential in the one-dimensional case 

H. E. Moses 

Air Force Cambridge Laboratories, Hanscom Air Force Base, Massachusetts 01731 
(Received 6 November 1974; revised manuscript received 10 January 1975) 

An integral equation for the Gel'fand-Levitan kernel is given in terms of the scattering potential. 
This integral equation may be regarded as complementary to the Gel'fand-Levitan equation which is 
an integral equation for the kernel in terms of the Fourier transform of the reflection coefficient. 

1. REVIEW OF THE GEL'FAND-LEVITAN 
ALGORITHM FOR ONE DIMENSION 

We take as our space variable x with _ 00 < x < + 00. 

We shall assume the scattering potential V(x) vanishes 
with sufficient rapidity as x - ± 00 for the operator _ d2

/ 

dx2 + V(x) to be Hermitian with the usual complex inner 
product and have a spectrum and eigenfunctions of the 
usual character described below. 

The operator - d2 / dx2 + V(x) = H has a continuous spec­
trum which is the entire positive real axis and in addi­
tion may have negative point eigenvalues. Denoting an 
eigenvalue of the continuous spectrum by E = p2 with 
- 00 <p < +00, the corresponding eigenfunctions (there 
are two, one for each sign of p) are denoted by ljJ(x Ip) 0 

The eigenvalue equation HIjJ(x Ip) = p21jJ(X Ip) is a second 
order differential equation which requires boundary 
conditions to specify IjJ uniquely. One such boundary con­
dition gives rise to IjJs(x Ip) which are of interest in 
scattering theory: 

lim IjJs(x Ip) = exp(ipx) + b(P) exp(- ipx), 

lim IjJs(x Ip) = t(p) exp(ipx). (1) 

The quantities b (p) and t(p) are called the reflection and 
transmission coefficients respectively. Their properties 
are discussed in Ref. 1, for example. The inverse prob­
lem which we are about to present is discussed in Refs. 
1-3 and a very extensive bibliography of inverse scat­
tering theory is given in Ref. 4. 

It is readily shown that the eigenfunctions IjJs(x Ip) 
satisfy the integral equation 

ljJ.{x Ip) =exp(ipx) -; f+~ exp(ip \x- x'\) 
p -~ 

x V(x')ljJs(x' \p) dx'. (2) 

From this integral equation one can obtain b(P) and t(p) 
in terms of IjJs. 

Another set of eigenfunctions ljJa(x Ip) of the continuous 
spectrum is defined by the boundary conditions 

lim ljJa(x Ip) = exp(ipx). (3) 

These eigenfunctions have simpler analytic properties 
as functions of p than ljJ.{x Ip). The two sets of eigenfunc­
tions are not independent but are related. Clearly 

(4) 
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The eigenfunctions ljJa satisfy the following integral 
equation: 

ljJa(x \p) = exp(ipx) +.!.jX sinp(x _ x') V(x')ljJa(x' \P) dx'. (5) 
p -~ 

As mentioned above, there may also be point eigen­
values Ei < O. The corresponding eigenfunctions IjJI(X) 
may always be chosen real and their normalization is 
arbitrary: 

The functions ljJa(x Ip), IjJI(X) satisfy the following com­
pleteness relationship, from which an expansion theo­
rem can be derived: 

(21T)-l f:~ ljJa(x \P)ljJa(x' \- p) dp + (21T)-l f:~ ljJa(x \p) 

x b(- P)ljJa(x' \p) dp + I: IjJI(X~.;(x') = o(x - x'). (7) 
I I 

We shall now give the Gel'fand- Levitan algorithm: 
Define" B(x) by 

B(x) = (21Ttl f:~ b(P) exp(- ipx) dp 

+ ~ i. exp[(- Ei)l 12X J. 
I , 

(8) 

Then let the Gel'fand- Levitan kernel K(x, y) defined 
for X"" Y satisfy the integral equation 

K(x, y) = - B(x + y) - J.:K(x, z)B(z + y) dz. 

It follows that 

d 
V(x) = 2 dxK(x, x), 

ljJa(X \p) = exp(iPx) + L:'K(x, y) exp(ipy) dy, 

1jJ;(x) = exp[(- Ei)l 12X J 

+ r:'K(x,y) exp[(- E;)l/2y Jdy. 

2. THE INTEGRAL EQUATION FOR THE KERNEL 
IN TERMS OF THE POTENTIAL 

(9) 

(10) 

(11) 

(12) 

One can also obtain an integral equation for the kernel 
K(x, y) in terms of the potential V(x). The equation is 
the principal result of the present paper. We have 
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K{x, Y) =1 J (x+Y) /2 VeX') dx' +1 J (x+y) 12 vex') 
-~ -~ 

x (x' K{x' z) dz dx' +1. 1." vex,) 
Jy-x+x" 2 <x+y) /2 

x jY+"-'" K{x ' z) dz dx'. 
jI-x+x" , 

(13) 

We shall now derive Eq. (13). It is convenient to in­
troduce the Heaviside function 11{X) defined by 

11{X) = 1 for x > 0, 

1J(x - z)11(X - y)[l- 11(2y - z - x)] 

= 11(X - z)11(X - y)11(X + z - 2y), (21) 

where we have used the relation 1 -11(X) = 11(- x). On 
also using the identity 11{2x) = 11{X) , the last two factors 
on the right-hand side of Eq. (21) become 11(x - y) 
X11«X + z)/2 - y). For a nonzero result y < (x + z)/2 < x. 
Hence 

11(x - Y)11«x + z)/2 - Y) = 11«X + z)/2 - V), (22) 

= 0 for x < O. (14) and Eq. (18) results. 

We use Eq. (11) on the right-hand side of Eq. (5) and 
then equate the resulting expression for <Pa with the ex­
pression for <Pa given by Eq. (11). We find 

j+~ 11+00 
K{x, Y)1){X - Y) exp{ipy) dy =- sinp{x - y)11(X - y) _00 p _00 

1f+00 x VLV) exp{ipy) dy +- 11{X - x') sinp{x - x') vex') p _00 

xi:"' 11{X' - y)K{x', y) exp{ipy) dy dx'. (15) 

We now multiply Eq. (15) by (217)-1 exp(- ipz) and inte­
grate with respect to p. We use the fact that 

Then 

K{x, z)11{x - z) '" K{x, z) 

=1 L:0011{X- y)[11{X- z) -11{2y - z - x)] 

x V{y) dy + 1.{:~ i:00
11{x - x')11(X' - y) 

x [1)(y - z + x - x') - 11(Y - z - x + x')] 

X V{x,)K{x ' , y) dx' dy. 

But as we shall show 

(17) 

11{X- y)[11{x- z) -11{2y - z - x)]=11{x- z)11{{x +z)/2- y), 

(18) 

11{x - x')11{x' - y)[11LV - z + x - x') - 11(Y - z - x + x')] 

= 1) {x - z)1){{x + z)/2 - x')[11(Y - z + x - x') -11(Y - x')] 

+ 11{x - z)[11{x ' - (x + z)/2) -11{X' - x)] 

x [11(y - z +X_X') -1J(Y - z -x +x')]. (19) 

Substitution of Eqs. (18) and (19) into Eq. (17) leads to 
Eq. (13). 

The proofs of Eq. (18) and (19) are not altogether tri­
vial. Hence we shall sketch them. 

To prove Eq. (18), we shall first prove that 1/(x - y) 
x 1J(2y - z - x) = 0 if x < z. If x < y, this result follows 
immediately. Hence take x >y. Then, if x <z, we have 
y < x < z and so 2y < x + z. Thus the factor 11(2y - z - x) 
= 0 and we may write 

11(x - Y)11(2y - z - x) '" 11(x - z)11(X - y)1J(2y - z - x). (20) 

The left-hand side of Eq. (18) is then 
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To prove Eq. (19), we denote the left-hand side by 
A and define Y1 and Y2 by 

Y1=Z-X+X', Y2=Z+X-X'. (23) 

Then 

A = 11(X - x')ll(x' - y)[11(Y - Y1) -ll(Y - Y2)]' (24) 

First let us prove that A = ° if z > x. We may take 
x> x', for the result is trivial otherwise. Then 

Y1 <Y2' 

Furthermore, 

X'<Yl' 

By considering A as a function of y, it is clear that 

(25) 

(26) 

A = 0, since one of the two v-dependent factors is al­
ways zero. Hence we may insert the factor ll(x - z) on 
the right-hand side of Eq. (24) without a change of 
meaning. 

Now let us take x> z and x> x' in evaluating the 
expression 

B=11(X' - Y)[11(Y - Yl) -11(Y - Y2)]' 

[We note 

A = 11(X - z)ll(x - x')B. ] 

Equation (25) holds. Moreover, x' > Yl' 

(27) 

(28) 

We can now consider two cases: (a) in which x' < Y2 
which is equivalent to x' < (x + z)/2 and (b) in which x' > 312 
which is equivalent to x' > (x + z )/2. 

Let us first consider case (a). Considering B as a 
function of y, we have 

B=ll(Y - Yl) -11(Y - x'). 

In case (b) 

B = 11(Y - Yl) -11(Y - Y2)' 

(29) 

(30) 

Thus combining the two cases and using Eq. (28), we 
have 

A = 11(x - z)11(X - X')11«x + z)/2 - X')[11(Y - Yl) -7j(y - x')] 

+11{X- z)11(X-X')11(X' - (x +z)/2)[11(Y -Yl) -11(Y - Y2)]' 

(31) 
But on using x > z with the consequence x> (x + z)/2, 

ll(x - x ')11 «x + z)/2 - x') = ll«x + z)/2 - x,), 

11(x - X')11(X' - (x + z)/2) = 11(X' - (x + z)/2) -11(X - x'), (32) 

considering the left-hand sides as functions of x'. Then 
the substitution of Eq. (23) and (32) into Eq. (31) yields 
Eq. (19). 
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We shall now discuss the integral equation (13) for 
the Gel'fand- Levitan kernel in terms of the scattering 
potential briefly. First of all, we note that this integral 
equation is one for the two variables in K(x, y) in con­
trast to the Gel'fand-Levitan equation (9) which involves 
the variable y only and in which x is fixed. Secondly, it 
is readily seen that the kernel satisfies the hyperbolic 
equation 

Ku - Kyy = V(x)K (33) 

with the boundary condition 

K(x, x) =~Jx V(x') dx'. 
."' 

(34) 

Indeed, Eqs. (33) and (34) are used in deriving the 
Gel'fand- Levitan equation (see Refs. 1 and 5 for the 
radial equation). The integral equation (13) can be con­
sidered an alternate approach and can in fact be derived 
from Eq. (33) with boundary conditions (34) through the 
use of the theory of characteristics. 

It should also be mentioned that an analog of Eq. (13) 
arising from the three-dimensional problem of inverse 
scattering at fixed energy but various angles is given in 
Ref. 6. 
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Note added in proof: The integral equation (13) can 
also be obtained from the integral equation for the 
kernel B 2(x,y) of L. D. Fadeev [AMS Transl. Ser. 2 
65, 142 (1967)] by a suitable change of variables. The 
author is grateful to Professor R. G. Newton for point­
ing out this reference to him. 
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Variable dimensionality in the group-theoretic prediction of 
configuration mixings for doubly-excited helium 
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Variable dimensionality (= D) is used to interpret recent group-theoretic predictions of configuration 
mixings in doubly-excited helium. Calculated 2s ':2p 2 IS mixings agree with the group theory over 
the range I :<': D :<': 00. General results for D = 2 predicted mixings are given and energies of states 
within the N = 2 atomic shell confirm predicted level orderings. The D = I model atom is 
described exactly by the group theory, with quantum numbers and a selection rule characterizing the 
stability of Coulomb matrix elements as D -+ I. The exact D = I results have a physical 
interpretation in approximate autoionization and energy selection rules for Rydberg series at D = 3. 

I. INTRODUCTION 

Recent investigations showed that mixing ratios of 
doubly-excited, degenerate, two-electron hydrogenic 
configurations (for example, s, 2S2: 2p21S) due to the 
Coulomb interaction 1/R12 are predicted quite well by 
a new group-theoretical technique. 1 Diagonalization of 
an operator B2 equal to the square of the distance be­
tween two one-electron Runge-Lenz vectors in the 
hydrogenic configuration basis yielded a "doubly-excited 
symmetry basis" (DESB) with configuration mixing 
ratios extremely close to the directly calculated ratios. 
Qualitatively, the ability of the DESB states to describe 
correctly the near-degeneracy two-electron correlation 
is related to the fact that average values of the Runge­
Lenz vector A are proportional to average values of the 
position vector R in the one-electron hydrogenic basis. 
It is expected then that two-electron states in which Jj2 
= (AI - A2)2 is largest will have the largest average 
values of (Rl - R2)2, resulting in the smallest average 
values of 1/R12 o This assertion was extremely well 
verified, and simple empirical formulas relating IJ2 
and the total angular momentum to exact doubly excited 
energies were obtained. A natural consequence of the 
diagonalization of jp was the appearance of two new 
quantum numbers K and T which labeled each configura­
tion-mixed state. Extensive configuration interaction 
calculations of the doubly-excited helium spectrum de­
monstrated conclusively that K and T labeled uniquely 
each Rydberg series in helium. In addition an analysis 
of the relationship of K and T to the angular and radial 
correlation properties of each zeroth order DESB state 
gave approximate "selection rules" for predicting cor­
rectly the relative weakness of autoionization and UV 
absorption processes for the actual helium states. 

Although the DESB claSSification of the near-degen­
eracy correlation is good the fact remains that the 
method does not exactly diagonalize the energy, thus 
complicating attempts to determine both the precise role 
of B2 in the group-theoretical description of 1/R12 and 
a group-theoretical derivation of the autoionization 
selection rules. Some insight to !J2 can be gained by 
investigation of configuration mixings of the asymptotic 
region of the wavefunction, for which the "dipole ap­
proximation,,2.3 is quite good. As we have noted else­
where,4 a more accurate description of the long-range 
mixings was given by Macek5 in a diagonalization of 
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asymptotically degenerate configuration interactions to 
order r-2 in the hyperspherical coordinate r= (~+ r~)1/2. 
One readi~y sees that the major portion of the mixings 
is due to B2. 6 As we emphasized in Ref. 1, th~re is 
sufficient empirical evidence to suggest that IJ2 is funda­
mentally more important than these long-range results 
indicate. 

In order to elucidate the role of B2 in determining 
configuration mixings, we investigate in the present 
paper the model problem of a helium-like atom of vari­
able dimensionality (= D), with physical results cor­
responding to the case D= 3. Calculations of the actual 
2S2: 2p21S mixing are made, and verify the group­
theoretic predicted mixings over the range 1.,;; D.,;; 00. 

Details of the group theory and the calculation are de­
scribed in Sec. II. Further investigation of the operator 
jp for the case D= 2 appears in Sec. ill. While our use 
of variable D in this problem represents in itself an in­
teresting mathematical problem, it is our goal to use 
the results for general D to better interpret the D= 3 
results. To this end we show in Sec. IV that in the limit 
D= 1 the DESB mixings predicted by B2 are in exact 
agreement with those given by calculation. This cor­
respondence leads directly to a new interpretation of the 
D= 3 quantum numbers and autoionization "selection 
rules. " 

Variable dimensionality has been used previously by 
Herrick and Stillinger7 to describe the ground state 
binding energy of the helium isoelectronic sequence, 
and resulted in the discovery that the doubly-excited 
2p2 ~p (D = 3) state is identical (within a simple angular 
factor) to the ls218" (D= 5) ground state. Similar de­
generacies exist for excited states of the same sym­
metries, and in Sec. V we show that the group-theoreti­
cal DESB does in fact predict identical configuration 
mixings for these D= 3 and D= 5 states. Interpretation 
and discussion of the variable D classification of states 
appears in Sec. VI, and we show that the D= 1 results 
are particularly useful for interpreting the D = 3 
classification. 

II. THE 252 :2p2 IS CONFIGURATION INTERACTION 
IN D DIMENSIONS 

A. Group theoretic prediction of mixings 

The degeneracy group of the bound hydrogen atom 
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TABLE I. Calculated and predicted 251-, 2p2 IS, mixing coeffi­
cients for variable dimensionality (=D). Calculated values are 
for the lowest energy state from a 2 X2 diagonalization of the 
I/RI2 interaction in a hydrogenic basis. Predicted values are 
from Eq. 6. 

Calculated Predicted 
coefficients coefficients 

D (2s2, S) I2tJ, S) I2s2,S) I2p2, S) 

1 0.7071 0.7071 0.7071 0.7071 
2 0.8250 0.5651 0.8165 0.5774 
3 0.8796 0.4756 0.8660 0.5000 
4 0.9094 0.4160 0.8944 0.4472 
5 0.9277 0.3734 0.9129 0.4082 
8 0.9552 0.2958 0.9428 0.3333 
10 0.9644 0.2645 0.9535 0.3162 
100 0.9965 0.0834 0.9950 0.0995 

1.0000 0.0000 1. 0000 0.0000 

states in D dimensions is SO (D + 1), 8-10 in analogy to the 
well-known results of Fockll for D= 3. The group al­
gebra is generated by the D(D - 1 )/2 angular momentum 
operators 

i,,,=-i(XJo~,, -X"O;J)' (j<k~D) (1) 

and the generalized Runge-Lenz vector operator9,10 

.1,,=- {[(RooOR)+(D;l )Jo~ 
_X,,[2H+W1*_2H].1 /2 (R~D). (2) 

Here R is the position vector (Xu X 2 , ••• , XD ) and H 
i!l the one-electron energy H= -il/2 -l/R. Both i,,, and 
A" commute with H. The one-electron energy spectrum 
is En = - 2 (2n + D - 3 ).2, with the principal quantum num­
bern= 1, 2,000 • The bound state wavefunctions are 
\It(D) =R~A • Y~, where Yf is a D-dimensional spherical 
harmonic of total angular momentum A(A+D-2), A=. 
=0, 1, ••• , n -1. R~A is the radial function12 

R~A=~Aexp(-kR)RAF(-n+A+l; 2A+D-l; 2kR), 

(_ 1)A [r(n + A + D - 2 )(2k )2A-tD .1 J1 /2 (3 a) 
~A 2r(2A + D - 1) r(n - A) , (3b) 

with k =..; - 2En • We label states with A = 0, 1, 2, .. " 
respectively, ns, np, nd, .00 0 r(X) is Euler's gamma 
function. 

For n = 2 there are D + 1 degenerate states. There is 
one spherical (A=O) 12s) state, and aD-component 12p) 
vector state (A = 1). For all dimensionalities we find 
that 

A,,12s)= 12Pk), 

A k I2PJ)= 12s )B,,,, 

(4a) 

(4b) 

where B,,, is the Kronecker delta function. The cor­
responding two-electron configurations with zero total 
angular momentum are 

12s\s)= 12s)11 2s)2, 

12p2, S) = - [(2p)1 • (2p)2]/m. 

(5a) 

(6b) 

Each configuration is normalized to unity, and subscripts 
label electron 1 and 2. The phase in (5b) is chosen to 
be consistent with the Condon-Shortleyl3 convention for 
D=3. 
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As in Ref. 1, we can define generators of an SO(D 
+ 1)1 X SO(D + 1)2 algebra with the two-electron angular 
momentum and the antisymmetric operator B=A2 -A1" 
We expect that diagonalization of j]2 in the 12s2), 12p2) 
basis will yield correlated states which approximate the 
exact mixings caused by 1/RI2 • The resulting DESB 
states are 

x. = [D~ IJ/212s2,s)+ [D~ lr
/2

12p 2,s), 

for which [B2-2(D+l)]X.=0 and 

X.= - [D~ lY/212s2 ,S)+ [D~ 1T /2
12p2,s) 

(6) 

(7) 

for which 132X. = O. X. is expected to give a lower 1/R12 
repulsion energy since it is characterized by the larger 
132 eigenvalue. 

Note that in the infinite-D limit X. and X. approach 
pure 12s2, S) and 12p2, S) states, respectively, while at 
D= 1 the mixing is predicted to be strongest. 

B. Calculated 252 :2p2 mixings 

Each configuration has zero total angular momentum, 
and transformation to the coordinates R 1, R 2, R12 allows 
all Coulomb integrals to be evaluated as a continuous 
function of D. 7 Defining EJ1s = (2s21 R~~ 12s2), E~p = 
= (2p2IRi~12p2), and Efp= (2s2IRi~12p2), we obtain 

E~s= 0![D(16D3+ 56D2+ 17D+ 91)N-1], (8) 

~p= a[ (2D + 1 )(2D+ 3)(4D2 + 15D - 7)N·l], (9) 

Efp= - 0![15(D + 3)(2D + l)DI/2N-1], (10) 

with14 

N = 16D(D + l)(D + 2)(D + 4), 

2r[ (D - 1 )/2]r(D + t) 
01= r(D + 2)(r(D/2) 

(11) 

(12) 

Diagonalization of the 2S2, 2p2 IS interaction matrix 
yields two configuration-mixed states which can be com­
pared with X. and X.. The mixings are determined 
uniquely by the parameter 

71= (Ess - Epp)/2Esp 

(D -1)(12d +41D+ 7) 
= 10(D+ 3)(2D+ l)flJ ' 

(13a) 

(13b) 

with the ratio of the 2S2:2p2 mixing (= Csp ) in the lower 
energy .state given by 

(14) 

Values of this calculated ratio appear in Table I for 
comparison with the predicted value q~oo= m obtained 
from X. in Eq. (6). Excellent agreement between the 
predicted and calculated ratios is found, and at D= 1 
they are identical. For increasing D the predicted ratiO 
is smaller than the calculated ratio and at D = 00, Ci;!C / 
0.;00= 6/5. However, the actual state at D= 00 is pure 
12s2, S) in agreement with the group theory. It is clear 
then (at least to first order in a Z·1 expansion of the 
doubly-excited energy) that the contribution of the near­
degeneracy 2s2:2p2 correlation to the total energy dimin­
ishes with increasing D. 
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TABLE II. Group theoretical DESB states and Coulomb repul­
sion energies for hydrogenic configurations with both orbitals 
in the N=2 shell. 

(K,M,spin) Ifl (l/RI2)a Label Wavefunction 

(1,0,0) 6 197 IS 
(1,1,1) 5 210 3p 
(0,0,1) 2 280 3S 

(1,2,0) 2 367.5 IV 
(0,1,0) 1 460 Ip 
(-1,0,0) 0 576 IS 

aIn units 71"/3072; «1,0,0) 11/R12 I (-1,0,0» =4.f2 
bDefined in Eq. (24). 

III. DESB MIXINGS FOR D = 2 

The results of Sec. II show that the DESB approxima­
tion to the actual 2S2:2p2 IS mixing is better in two 
dimensions than in three dimensions, This suggests that 
group-theoretical investigations of the Helium doubly­
excited states can be made without a loss of generality 
in D= 2 rather than D= 3. The results obtained for this 
model problem should allow similar results to be formu­
lated in D= 3. There are two features of the D= 2 prob­
lem which make it particularly appealing, The first is 
that the angular portion of the wavefunetion is simpler 
than in D= 3. This places a greater emphasis in the 
calculation of Coulomb matrix elements upon the radial 
portion of the wavefunctions, and facilitates their evalua­
tion, A comparison of the matrix elements for two and 
three dimensions appears in the Appendix. Secondly, 
the underlying group theory of the DESB is simpler in 
11 = 2 than for D = 3, although the fundamental role of 
B2 in both dimensions is unchanged, For these reasons 
we describe in detail the DESB states for D= 2, 

A. One-electron states 

Defining p = 2kR, we use the radial states in Eq, (3) 
to construct the D = 2 hydro genic wavefunctions 

wnm (R) 
=Mnmplml exp(- p/2)F(lm I-j; 21m 1+ I;p) e~¢), 

21T 
M _ (-l)m4 ( (j+lml)t )1/2 (15a) 

nm-(2Iml)! (j-lml)!(2j+I)3, (15b) 

where j -= n - 1 and m:= 0, ± 1, ' • " ± j, The angular 
momentum operator L = - i2 /2 ¢ and the Runge -Lenz 
vector in Eq. (2) are used to define 

J . 2 
0=-7 2¢, 

J. =Ax± iAy, 

(16) 

(17) 

= exp(± i¢)( (i ±Jo) 2~ - (~± iJo)1 + 1).[ - 2HJ-1/2 (18) 

=exp(±i¢)(1±2JO)2~ - (2~±Jo)~ + (j+i»), (19) 

Jo, J. are generators of the hydrogenic SO(3) degeneracy 
algebra, with commutation relations 
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[Jo,J.J=±J., 

[J.,JJ=2Jo 
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(20a) 

(20b) 

and 

J2 = J 0 (J 0 - 1) + J.J ~ is diagonal in the W nm basis with 
eigenvalue j (j + 1), 

We use the convention that states with I m I = 0, 1, 

(2Ia) 

(2Ib) 

2, 0 0' are labeled s, p ni~ dm , , •• • For instance, when 
n= 3 there are a total of five degenerate states cor­
responding to the j = 2 irreducible representation of 
SO(3): 3s, 3p'H and 3d.2 • 

B. Two-electron DESB states 

:Fhe DESB states obtained by diagonalizing B2 = (AI 
- A2)2 subject to conservation of total angular momentum 
(-= M) and parity are 

¢(Nn,KM)=6(-1)m"'V2J + 1 
m 

(22) 

where (:::) is a 3 - j symbol, For convenience we as­
sume n?:- N, J [the usual SO(3) quantum number J is re­
stricted to integer values Ij1 - j21 ~ J ~ j1 + j2' but the 
more important DESB quantum number is K;; J - n + 1 
in analogy to our definition of K for the D = 3 states, 1 ' 

Note that the total parity for the D = 2 states is (- 1)M , 
and need not be specified, 15 The phase factor (_1)m 

arises because ip depends upon the difference of the 
operators Al and ~ rather than their sum. The states 
¢ (Nn, KM) are bases for irreducible representations 
of the SO(3) algebra generated by J o=Jo(1) + J o(2) and 
J. = J. (2) - J. (1). The eigenvalues of iJ2 are J(J + 1) - JV.2. 
When n = N the states have exchange symmetry (- 1 )I'M, 

but when n*N exchange-symmetrized states must be 
constructed, Multiplication by appropriate spin functions 
then gives the antisymmetrized states required by the 
Pauli principle, 

The K quantum number is more useful than J since it 
labels an entire Rydberg series of states n = N , 
N + 1, .•• for each value of M. For instance the DESB S 
states (M = 0) with N = 2, K = + 1 have the mixing 

( 
n )1/2 (1)1/2 

q;(2n,+10)= 2n-I 1 2sns,S)+ 2:~1 1 2pnp,S), 

(23) 

where 

(24). 

c. Example: N = 2 states 

The DESB states in which both electrons are in 
orbitals with principal quantum number N = 2 illustrate 
quite effectively the relationship of the B2 eigenvalues 
to the average Coulomb repulSIon energies, The wave­
functions, quantum numbers, and energies appear in 
!:ble II, As expected, the states with larger values of 
B have a smaller Coulomb repulsion energy, This 
supports our assertion that the fundamental role of jp 
may be independent of dimensionality, Each state is 
clearly the analogue of a D= 3 state, as indicated by our 
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TABLE III. Group-theoretic DESB configuration-mixed states 
for D ~ 1 doubly-excited states. Each wavefunction for n> N 
must be exchange symmetrized to form a singlet (s ~ 0) and a 
triplet (S~l) state. The labels 2s+tL are used to indicate corre­
spondence to states in D ~ 3. The other quantum numbers are 
described in the text. 

K B2 rr C1C2 Label Wavefunction (n 2: N2: 2) 

+ (N - 1) (N + n _ 2)2 +1 -1 t,3s (NStnSo]. -NPtrtP2)/.f2 
+ (N - 1) (N + n _ 2)2 -1 -1 3,tp (NSt rtP2 - NPt nSo].) /.f2 
- (N - 1) (n - N)2 -1 +1 t,3p (Nst rtP2 + NPt nSo].)!.f2 
- (N - 1) (n - N)2 +1 +1 1,3S (NStnSo]. + NPt nP2)/.f2 

notation. The 35 state (D= 2) corresponds to the 3p 
state at D= 3. 

IV. CONFIGURATION MIXINGS IN ONE DIMENSION 

We show in this section that Coulomb mixings of 
hydrogenic configurations in the limit D = 1 are exactly 
those predicted group-theoretically by diagonalization 
of B2. We noted in Sec. ll, for example, that the pre­
dicted DESB mixing of 2S2:2p2 15 converges to the calcu­
lated mixing ratio at D = 1, even though the Coulomb 
matrix elements diverge in that limit. In general, prob­
lems of convergence can be avoided by assuming that 
the limit D= 1 is not taken until after the radial in­
tegrals and matrix diagonalization are performed, The 
same convention is used in the determination of com­
mutation relations (for instance, of the Runge-Lenz 
operator and the one-electron Hamiltonian) on the 
hydrogenic basis. A second problem is the conceptual 
difficulty of interpreting the physical nature of the D= 1 
hydrogenic states, since there is no "50(1)" angular 
momentum, The one-electron states are described in 
part A, and are classified by an 50(2) hydro genic de­
generacy group. The two-electron classification appears 
in part B. 

A. One-electron states 

While each radial function R~A in Eq, (3) has a de­
finite limit at D = 1, only states with zero total angular 
momentum [= A(A + D - 2)] have a physical interpreta­
tion, Clearly, these are the states with A = ° and A = 10 
The corresponding "angular" functions in each case are 
S'" 1/12 for A = 0, and P'" sgn(X)/f2 for A = 1, Note 
that s and p have even and odd parity, respectively, The 
full hydro genic wavefunctions are then 

ns=R~oos, (25a) 

np =R~i' P (25b) 

in the limit D= I, The Is ground state lies at E= - oo~ 

and has been shown7 to represent the Single bound state 
of an attractive Dirac delta-function potential when 
length and energy are suitably scaled, All excited bound 
states (n ~ 2) have energy En = - -Hn - 1)-2. 

The most important property of the hydrogenic states 
is that the normalized ns and np radial junctions are 
identical at D= 1, corresponding to a collapse into the 
origin of the first radial node in each ns wavefunction as 
D-l. This is easily shown, 

limRDo= [n _1]-3/2lim (D -1)F(1 - n; D - 1;2kR)exp(- kR) 
D-1 n D-1 

=R~lI (26) 
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USing the hypergeometric identity 

lim bF(a;b;z)=azF(a + 1;2;z). (27) 
b-O 

More fundamentally, the equality of the ns and np radial 
functions is a result of the Fock-type 50(2) degeneracy 
of the state, with the Runge-Lenz operator in the D= 1 
limit being Simply 

A= (n-l)sgn(X) 

when acting on ns and np. The states 

U±m = (ns ± np )/v'2 

with m '" n - 1 satisfy 

(28) 

(29) 

(30) 

and define the irreducible representations of the 50(2) 
degeneracy algebra. 16, 17 

B. Two-electron states 

The DESB for D = 1 is obtained by diagonalizing B2 
= (A2 -..41)2 on the (Ns ll Np1)X (ns 2,nP2) product space 
subject to conservation of parity, These wave functions 
and the B2 eigenvalues for the entire doubly excited 
spectrum n ~ N appear in Table Ill, In each case S2 is 
an integer (= M2), and the DESB quantum number K 
'" I MI -n + 1 labels each Rydberg series n=N, N + 1, 
o 0 0 , Because the ns and np radial functions are equal 
the DESB wavefunctions factor into a product of a two­
electron radial function times one of the four. "angular" 
functions (SlS2±PtP2)' (SlP2±P1S2)' Subsequent sym­
metrization of the functions in Table III with respect to 
electron exchange therefore affects only the radial 
portion of the wave functions • 

The one-electron Runge-Lenz operator A = sgn(X)/ 
,j - 2E is energy-normalized, and therefore commutes 
with Ri~ only in subspaces of constant n1 and n2 • Thus 

(31) 

is clearly a more useful one-electron operator because 
2/:2 commutes with both I/R 12 and the partity operator 
for all nll n2 ~ 2, On the DESB 6/52 affects only the 
"angular" portion of each wavefunction, and the cor­
responding eigenvalues (given in Table Ill) are 

(32) 

We therefore have the result that matrix elements of 
I/R 12 between DESB states having different parity (iT), 
exchange symmetry (P12)' or C1C2 tend to vanish as D 
- 1, even when the states represent nondegerate hydro­
genic configurations. Note that 612 is a function only 
of the 50(2) algebra generators, and does not depend 
upon the corresponding noncompact 50(2,1) 
description, 17 

For the 2S2:2p215 mixing described in Sec. III the off­
diagonal Coulomb matrix element in the hydrogenic 
DESB is 

-1 6(D -1)2(D + 4)D1/2a 
(X. 1 R 121 xJ = (D + l)N ' (33) 

where Nand Q' were defined in Eqs, (11), (12), Since Q' 

diverges as (D - 1 )-1 at D = 1, the matrix element (33) 
vanishes linearly in (D - 1). 
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C. Diagonal DESB Coulomb energies 

A discussion of I/R 12 matrix elements for arbitr'ary 
D appears in the Appendix. Assuming as we have through 
throughout that the D == 1 matrix elements can be 
obtained by continuous scaling of D from higher dimen­
sionalities, these matrix elements have the form 

<!l iD == A (D - 1 )-1 + B + C (D - 1) + ••• (34) 

in a (D -1) expansion. The properties of this series, 
and in particular the value of A are important in under­
standing the relative magnitudes of the Coulomb matrix 
elements for DESB states at D== 2, 3. In this section we 
shall consider only this leading order singularity at D 
== 1. Evaluation of A is facilitated by the fact that (D - 1) 
/R 12 may be replaced in the integrations by the 
delta-function 2a(X1 - X 2 ) in the limit D -1. In the 
present paper this result is obtained immediately from 
Eq. (A6) using the Fourier representation of the 6-
function, 

6 (x) == (211)-1 J~ dkexp(ikx). 

Within DESB subspace of constant N and n defined in 
Table III, the Coulomb matrix elements can be written 
uniquely in terms of the exchange operator P12' CJ:2' 
and the matrix elements 

FJ,n== (Ns1ns2IRi~INs1ns2)(D-l), 

G~n == (Ns1ns2IRi~ I ns 1Ns 2)(D - 1), 

F~n == (Ns1ns2IRi~ I NP1nP2)(D - 1), 

G~n == (Ns1ns2IRi~ I nP1Np2)(D - 1). 

(35a) 

(35b) 

(35c) 

(35d) 

The form of the diagonal DESB energies is such that the 
Coulomb operator may be represented by 

(D - I)Ri~ - FJ,n + G~i12 + (F~n + G~i12)C1C2 (36) 

for n> N, When n == N (36) must be halved because of a 
normalization factor in the wavefunction. Further reduc­
tion of the energy expression follows from application of 
the a-function behavior of (D -1)/R 12 to (35), and we find 
that FJ,n == G~n == F~n == G~n at D== 1. Values of the coeffi­
cient A of the leading order Coulomb singularity may 
then be calculated using 

(37) 

within the DESB subspaces. In particular, note that 
there is no Singularity for DESB states having either 
antisymmetric spatial exchange or a-I eigenvalue 
(i.e., K>O) of C1C2 • Only states with K<O can have 
the (D - 1 )-1 Coulomb singularity. For fixed N and n the 
nonzero values of A are the same for each state since 
the magnitude depends only upon F~n' 

The preceding group theoretical classification of 
the Coulomb Singularity at D == 1 can be used to interpret 
states of higher dimensionality only if they connect to 
"physical" states at D== 1 upon continuous scaling of D. 
It is possible that similar singularities exist in the ener­
gies of higher dimensional states which have no phYSical 
interpretation at lower dimensionalities. 

V. (3p2 :3d2 )3pe MIXINGS FOR D = 3 

We have shown elsewhere7 that every exact nonrela­
tivistic two-electron wavefunction of total orbital angu-
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lar momentum L == 0 in D + 2 dimensions is identical 
(within an angular factor) to a state in D dimenSions 
having L == 1 when D> 1. This equivalence was effected 
in the zeroth-order hydrogenic radial functions by the 
transformationlB 

(Au A2 , nl>n2)D+2 - (AI + 1, A:i+ 1, n 1 + 1, n2 + l)D (38) 

where Ak and nk are the one-electron orbital angular 
momentum and principal quantum numbers, respective­
ly. A consequence of the equivalence of the states is 
that the mixing ratio of (3p2:3~)3p for D== 3 is identical 
to the (2S2:2p2)IS mixing at D== 5. It remains to be seen 
whether the group-theoretical DESB mixings for these 
two states are also equal. 

The D = 3 DESB states from Ref. 1 are 

1>+= (~r /2 (3p2, 3p)+ (~) 1/2 (3~, 3p) (39a) 

with (B2 -14)1>+=0, and 

1>_= _(~) 1/2 (3p2, 3p) + (~) 1/2 (3d2, 3p) (39b) 

with (.82 _2) 1>_==0. Comparison with Eqs. (6) and (7) 
shows that the IS (D== 5) states x+ and x_ are in fact 
transformed by Eq. (38) into the 1>+ and 1>_ 3p(D==3) 
states, respectively. 

A similar relationship exists between the (2S2:2p2)IS 
(D=4) state and the (3p2:3~)3S (D==2) state. Using the 
D= 2 coordinates X ==R cosB, Y =R sine, this latter 
state (for K == + 1) is obtained from Eq. (22) as 

1>(33, + 10)== [(~) 1/2 ~ - 3P_13P,; + 3Pt13P_l) 

+ (!) 1 /2 (3d_23dt2 - 3d+23d_2)~ (40a) 
5 f2 ~D.2 

== Q[ (~) 1/2Rs/tsp -(~) 1/2R;>dR;>d cose121./ (40b) 

where Q== (XIY2 - Y 1X 2)/11if2 and B12 is the angle between 
electrons 1 and 2. The second factor in Eq. (40b) is 
identical to the D=4 state x+ defined in Eq. (6) when 
(COse I2 )D.2 is replaced by (COSB I2 )D04' Both states have 
the same DESB mixing coefficients. 

The agreement of the DESB mixing coefficients with 
the exact invariance of the mixing ratios for these pairs 
of states in D and D + 2 dimensions is interesting. It is 
likely that the mixing invariance in the DESB results 
from the explicit use of hydrogenic radial functions. 
The results of this section are further evidence that 
variable dimenSionality does not affect significantly the 
role of .82 in classifying the two-electron states. 

VI. INTERPRETATION AND DISCUSSION OF 
RESULTS 

By using variable dimenSionality in the calculation 
and group theoretic prediction of configuration mixings 
we have obtained several results which elucidate the 
previous DESB classification of the doubly-excited 
helium spectrum for the physical case D== 3. Foremost 
o....f these results is that simultaneous diagonalization of 
B2, parity, angular momentum, and exchange yields 
configuration-mixed states nearly identical to the states 
obtained from a direct diagonalization of I/R 12 , for all 
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dimensionalities. Future investigations of the operator 
may therefore be performed in a two-dimensional vec­
tor space, for which both the group theory and integral 
evaluation are considerably simpler than in three 
dimensions. 

More important, however, is our application of the 
DESB classification to the limiting case D = 1. That the 
calculated mixing ratios are predicted exactly by the 
group theory for this model problem can be attributed 
directly to the equivalence of the ns and np hydrogenic 
radial functions. All the features of the D= 1 classifica­
tion can be used to interpret the D== 3 results. For in­
stance, Eq. (37) shows that states with DESB quantum 
number K> 0 have a lower repulsion energy than states 
with K < O. This is due to the presence of a node in the 
"angular" portion of the wave function at the position Xl 
=X20 Thus of the two 1p Rydberg series (see Table III) 
1>K=+l = (2s1nP2 - 2P1ns ), and 1>K._1 = (2s1nP2 + 2P1ns2); the 
K = + 1 states lie lower in energy. In addition, the K = 
+ 1 series is stable against autoionization to the (Is kp) 
continuum, whereas the K = - 1 series can decay due to 
its nonzero amplitude when Xl =X20 These exact results 
for D = 1 are identical to the qualitative interpretation 
given by Cooper, Fano, and Prats19 in their initial clas­
sification of the experimental helium absorption spec­
trum. This example also illustrates how auto ionization 
"selection rules" arise naturally from the DESB classi­
fication. Since C/:2 exactly commutes with 1/R12 , in­
teractions between discrete and continuum channels are 
allowed only when C1C2 is conserved. Although no analog 
of C1C2 has yet been found for the D= 3 states, we have 
noted in Ref. (1) approximate autoionization selection 
rules which agree with experiment. These rules are in 
fact exact at D = 10 

A A 

Conservation of C 1C2 within a given Rydberg series 
at D= 1 also has a physical interpretation at D= 30 For 
instance, a configuration interaction calculation at D= 1 
including the configurations (2sns), (2pnp )lS for n = 2,3, 
o 0 0 would give a block-diagonalized energy matrix in 
which all matrix elements connecting K == + 1 DESB 
states with K = - 1 DESB states are zero. The extensive 
configuration calculations in ReL 1 showed that the D 
= 3 energy eigenvectors are very strongly (although not 
exactly) classified by the K quantum number over the 
entire helium isoelectronic sequence o Use of K as the 
"natural" quantum number for the D= 3 Rydberg series 
is thus well justified by its exact conservation in the D 

= 1 limit. 

That C rather than A is the operator of physical im­
portance for Rydberg series at D = 1 suggests that it 
may also be useful in three dimensions for describing 
the mixings of configurations (Nl,nl') with n > No The 
DESB approximation to these mixings does not have the 
correct energy dependence at large n. Investigation of 
this possibility is in progress. 

In conclUSion, the use of a nonphysical variable 
dimensionality has given new inSight to the classifica­
tion of the doubly-excited helium spectrum and the K 
quantum number of the DESB, primarily because exact 
results are obtained at D= 1 which have physical inter­
pretation at D= 3 0 
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APPENDIX: EVALUATION OF TWO-ELECTRON 
COULOMB MATRIX ELEMENTS 

For the wave functions AI m = a (R) Y I m (e, 1» in three 
dimenSions, Coulomb matrix elements are usually 
evaluated using the Legendre expansion 

~ 

Ri~ = 6P k(cOse12 )fk (R(,R»), 
laO 

where R) and R( are, respectively, the larger and 
smaller of R1 and R 20 The resulting integrals are 

(lama' lbmb IRi~ Ileme' lama> 

=t Ck(lama' leme)Ck(ldmd ,lbmb) 
keO 

XRk(ab,cd)6 (ma +mb, me +md), 

where 

Ck(lm, l'm')= [(2l + 1 )(2l' + 1)P /2 

(
l l' k) (l l' k) 

x 0 0 0 - m m' m - m' ' 
and 

(Al) 

(A2) 

(A3) 

(A4) 

Rk(ab, cd)=.r dR1.r dR2(R~a1c1)fk(R(,R)(R~b2d2)0 (A5) 
o 0 

The expansion contains a finite number of terms due to 
symmetry restrictions on the 3 -j symbols, A similar 
expansion for D = 2 (or for any even dimensionality) is 
not convenient, since in general an infinite number of 
Rk integrals must be determined o In order to evaluate 
the Coulomb integrals we therefore use a Fourier Con­
volution in D dimensions: 

f dRiD) f dRJDI\}l(R1)Ri~x(R2) 
=r[(D-l)/2] fdtCDIF (_t)t1-D F (t) 

2r(~)D+1 '" x' 
(A6) 

with 

Fu-:= J dRu(R)exp(-it·R) (A7) 

for u = \}I, X' This illustrates the (D - 1 )-1 divergence at 
D = 1 discussed in Sec. V. 

For D=3 Eq. (A6) leads directly to Eq. (A3), except 
that now 

Rk(ab,cd)= [ dtMkc(t)M':xr(t), 
'0 a 

(A8) 

with 

(A9) 

Jv(Z) is the Bessel function, Equation (A8) is particular­
ly convenient because it reduces the two-electron radial 
integrals to an average (over t) of a product of one­
electron expectation values of J k +1 / 2 (tR )/..fRt in the 
radial basis o In this sense, the M:e(t) are similar to the 
ck(lm,l'm') coeffiCients, which are equivalent to 
averages of P k (cose) between the one-electron angular 
functions. The difference is of course that averages of 
products of two functions are effected in Eq. (A3) by a 
summation over k, while the average over products of 
M!e coefficients involve integration. 
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For D= 2 the one-electron wavefunctions are Am = 
=a(R)exp(imep)/12-i. Equation (A6) leads quite simply 
to the result 

<mamb IRi~lmemd> 
= a (ma + mb, me + md )(2k + 1)-lSk(ab,cd). (A10) 

Here k = I me - ma I = I md - mb I, and Sk is the radial 
integral 

Sk(ab,cd)=.r dtC:e(t)C:.,(t), (All) 
o 

C:c(t) = (2k + 1 )1/2 r dRa (R)c (R)J k(tR )R. (A12) 

Note again that use of the R<,R> coordinates is avoided. 
We can return to these coordinates by substituting (A12) 
into (A 11) and integrating first over t to get 

SI«ab,cd)= r dRl r: dR2(alcIRl)gk(RoR»(b2d~2)' (A13) 
° 0 

with 

r(k +%) 
gk(R<,R»= r(k + 1 )r(i) 0 f,,(RoR» 

x Ffk + t, t;k + 1 ; (RiR>)2). (A14) 

The special case go(R<,R), representing a circular 
average (ma=mb=O) of 1/RI2 , was given in Ref. 7. 
Note that the leading term in (A14) is R~/R~+l. Compari­
son with the Legendre expanSion in (AI) gives the selec­
tion rule 

1
2r 12r depl depzPl! (Cosepl2)exp(± ik ep12) = 0 
° ° . 

(A15) 

for integer k > k' ~ O. 

We illustrate the difference between the D = 2 and 
D= 3 Coulomb integrals by comparing the quantities E~s, 
E~p, and Efp defined in Eqs. (8)-(10). They are for D 
=3: 

E;s =RO(2s2s, 2s2s), 

E!p =RO(2p2p, 2p2p) + tR2(2p2p, 2p2p), 

E;p = - {3R 1 (2s2p, 2s2p); 

and for D=2: 

E;s = SO(2s2s, 2s2s), 
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(A16) 

E!p = SO (2p2p, 2p2p) + %S2(2p2p, 2p2p), 

E!p= - f2S1(2s2p, 2p2s). 

(A17) 
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(1973). 
5J. Macek, J. Phys. B 1, 831 (1968). 
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Certain nonlinear evolution equations can be solved on the semi-infinite interval by the method of 
inverse scattering. These equations are a subset of those which can be solved on the full interval. 
The equations have even dispersion relations when linearized, and are subject to appropriate 
homogeneous boundary conditions at the origin. 

1. INTRODUCTION 

Many nonlinear evolution equations can be solved ex­
actly as initial value problems on the infinite interval 
- 00 <x < 00 by the method of inverse scattering. The 
form of each of these equations is characterized by the 
dispersion relation of its linearized form and an in­
tegro-differential operatoro As shown in ReL 1, the 
problems that can be solved by use of the generalized 
Zakharov-Shabat eigenvalue problem have the form 

:f (: q) + 2Ao(L +) (;) = 0, (1. 1) 

where L + is the integro-differential operator 

a I" I" ax - 2r _., dyq 2r _00 dyr 

(1. 2) 

a IX - - +2q dyr 
ax _00 

and Ao U:) is proportional to the dispersion relation of 
the linearized problem. As a simple example, if 

Ao U:) = - 2i 1:2 
, r = ± q* , (1. 3) 

then (1.1) reduces to the nonlinear Schrodinger 
equation2 

(1. 4) 

It was also shown in Ref. 1 that the method of inverse 
scattering, as applied to nonlinear equations, is analo­
gous to the method of Fourier transforms for linear 
equations. 

In this paper, we consider the question of whether 
any of these equations can be solved on the semi-in­
finite interval, 0 <x < 00. The question has a simple 
answer, which reemphasizes the close connection be­
tween inverse scattering and Fourier transforms (which 
we use here in the narrow sense, excluding other eigen­
function expansions). We find that those evolution equa­
tions of the form (1.1) which can be solved on the semi­
infinite interval are exactly those which, when linear­
ized, can be solved by either a Fourier sine or cosine 
transform. 

For a linear evolution equation, 

ut=Lu, x,f>O, (1. 5) 

where L is a linear differential (in x) operator with 
constant coefficients, Fourier transforms are useful 
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if the (homogeneous) boundary conditions at x = 0 allow 
u (x, f) to be extended to - 00 < x < 00 as either (a) an odd 
or (b) an even function of x. SpeCifically, the solution 
of (1. 1) may then be written as 

1 fro 
u(x,f)= 27T J.ro ro(k)exp{i[kx+w(k)f]}dk, (1. 6) 

where ro(k) = L: u(x, 0) exp(- ikx) dX, and w(k) is the 
dispersion relation of the equation. Since u(x, 0) is now 
(a) odd or (b) even, so is ro (k). Then if and only if w (k) 
is even, u(x, f) remains (a) odd or (b) even for all f> O. 

For a nonlinear problem that can be solved by inverse 
scattering (on - 00 <x < 00), similar conclusions hold. We 
will show that if the linearized dispersion relation is 
even and appropri<!te homogeneous boundary conditions 
at x = 0 are imposed, the solution of the nonlinear equa­
tion can be extended as an odd (or even) function. More­
over, if the linearized dispersion relation is odd, a 
counterexample is given which suggests no extension 
will provide the solution by inverse scattering. 

2. ANALYSIS 

The generalized Zakharov-Shabat eigenvalue problem 
is (_oo<x<oo,f>O): 

with the associated time-dependence 

Vtt =Avj +Bv2, Vu = CVj - AV2' 

A,B, C are given functions of q(x, f), r(x, f), and !:. 

(2.1) 

(2.2) 

Cross differentiation of (2.1) and (2.2) yields, as a com­
patibility condition, the evolution equations for q, r.3 
Suppose that, at time f = 0, (a) q(x) and r(x) are odd 
functions or (b) q(x) and r(x) are even functions. Then 
there are symmetry relations for (2.1) and (2.2): 

(a) Vj(x,I:)=Vj(-x,-I:), 

V2(X, 1:)=V2(-X,-?:), 

A(x, !:) =A(- x, - 1:), 

B(x,?:) =B(-x, - 1:), 

C(x, ?:) = C(- x, - 1:); 

(b) Vj(x,I:)=Vj(-x,-I:), 

v2(X, 1:)=-v2(-x,- !:), 

A(x, I:)=A(-x,- 1:), 
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B(x, t) =B(- x, - t), 

C(x,t)=C(-x, -t), 

In the case where r, q - 0 sufficiently rapidly as 
define particular solutions of (2. 1) at t = 0 by 

<f> - (~) exp(- i l;x) 

1) - (~1) exp(il;x) 

1J!- (~) exp(il;x) 

/f- (~) exp(- itx) 

X -_ oo , , 

, x-+ oo• 

(2.3) 

(2.4) 

Here <f> and 1) (or 1J! and lfi) are two linearly independent 
solutions of (2.1), rather than complex conjugates. It 
follows from (2.3) that: 

(a) cp(x, t) = /f(- x, - t), 

1)(x, t) = - 1J!(- x, - t); 

(b) <f>t(x, t) = /ft(-x, - t), 

CP2(X, t) =- ~(-x, - t), 

1)t(x, t)=1J!t(-x,- t), 

¢2(X, t) = - ~(-x, - t). 

(2.5) 

The Wronskians of these solutions, which comprise the 
scattering data (see, for example, Ref. 1), satisfy: 

(a) a(t) = a(- t), 

b(t) = - b(- t), 

b(t) =- b(- t); 

(b) a(t) =a(- t), 

b(t) = b(- t), 

b(t) = b(- t). 

For t> 0, the scattering data evolves as 

a(t, t) =a(t), b(t, t) = b(t) exp[- 2AoWt], 

a(t, t) =aW, b(t, t) = b(t) exp[2AoWt], 

where 

AoW = limA(x, t;t), 
Ixl .. 00 

(2.6) 

(2.7) 

and is directly related to the dispersion relation of the 
linearized problem. Thus (2.6), which follows from the 
assumption of oddness or evenness at t = 0, remains 
valid for t> 0 if and only if Ao(t) is an even function of 
t. This is analogous to the results in the linear 
problem. 

Conversely, we show that if the eigenfunctions satisfy 
(2.5) [so that the scattering data satisfy (2.6)], then the 
corresponding potentials must be (a) odd or (b) even 
functions of x. These eigenfunctions have the 
representations 

cp(x, t) 

= (~) eXP(-il;x)-j"," L(x,s)exp(-its)ds, 

1)(x, t) 

(~) exp(il;x) - f: I(x, s) exp(its)ds, 

(2.8) 
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1J!(x, t) 

= (~) exp(il;x) + i'" K(x, s) exp(its) ds, 

/f(x, t) 

= (~) exp(- its) + i'" K(x, s) exp(- its) ds, 

where L = (~), etc. It can be shown that 

K t (x, x) = - It(x, x) = - tq(x), 

L 2(x, x) =K2(x, x) =- tr(x). 

Substituting (2.8) into (2.5) yields (s?- x): 

(2.9) 

(a) K(x, s) = I(- x, - s), (b) K t (x, s) = - L t (- x, - s), 

K(x, s) = - L(- x, - s); K 2(x, s) =L2(-x, - s), 

Kt(x, s) =- L t (- x, - s), 

K2(x, s) =L2(- x, - s). 

(2.10) 

The relations (2.9) and (2.10) ensure that the potentials 
q, r remain (a) odd or (b) even for all time. 

The solution procedure is to solve either of the sets 
of equations, 

K(x,y) + (~) F(X+Y)+['" K(x,s)F(S+y)ds=O (y>x), 

K(x,y)- (~) F(x+y)- L'" K(x,s)F(s+y)ds=O (y>x), 

(2.11) 

or 

L(X'Y)+(~) G(x+y)- i: L(x,s)G(s+y)ds=O (x>y), 

L(x,y)+ (~) G(x+y)+ j"," L(x,s)G(s+y)ds=O (x>y), 

(2.12) 

for K,K or L,L. Here 

F(z)= i1T f :m exp[itz - 2AoWt]dt, 

- 1 f b(t) 
F(z) = 21T aW exp[ - itz + 2AoWt] dt, 

G(z) = i1T f :m exp[-itz+ 2AoWt]dt, 

G(z)= 21 f b(t) exp[itz - 2AoWt]dt. 
1T aW 

(2.13) 

(2.14) 

In (2.13)-(2014) the contours C (e) refer to integration 
above (below) all zeros of a(t) (a(t)), assuming q(x, 0), 
r(x,O) are on compact support. F,""P, G, G satisfy the 
linearized equations and obey the symmetry relations, 

(a) F(z)=-G(-z), (b) F(z)=G(-z), 
(2.15) 

F (z)= -G(- z), F(z) = G(- z), 

which ensure that (2010) are consistent with (2.11)­
(2.12). Note that in the special case r(x, t) = 0 [the evolu­
tion equation for q(x, t) is rendered linear] then (2.13)­
(2.14) properly reduce to (a) sine transforms or (b) 

M.J. Ablowitz and H. Segur 1055 



                                                                                                                                    

cosine transforms. Thus, the nonlinear evolution equa­
tion which can be solved by the inverse scattering 
method on 0 <x <00 are exactly those which, when 
linearized, can be solved by a Fourier sine or cosine 
transform. 

It is a consequence of the method of inverse scatter­
ing that with the time dependence (2.7) an infinite set of 
globally conserved quantities on Ix I < 00 exist. If g(x), 
r(x) are (a) odd or (b) even, half of these vanish identi­
cally. The other half yield conserved quantities of the 
form Io'" ( ••• ) dx. 

A much different situation arises when the dispersion 
relation is odd. Extensions to the full interval cannot be 
expected to yield valid solutions. Indeed we know this to 
be true of linear problems as well. For example, 
consider 

(2.16) 

on the interval - 00 <x < 00 [r(x, t) = 0, Ao = - 4i!;"3 in our 
scattering formalism]. The solution has the form 

1 f '" q(x, t) = 21T .'" ro(k) exp[i(kx+k3t)]dk. 

If (2.16) holds on the semi-infinite interval 0 <x <00, 
subject to the boundary condition q(x = 0) = 0, then 
q (x, t) = 0 is the only solution of the form (2. 17) which 
vanishes at the origin for all time. Thus, the method 
of Fourier transforms (or inverse scattering) yields 
only the trivial solution. There are nontrivial solutions 
of (2.16) of the form, 
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U(x, t) 

= 10'" ro(k) exp(- kx/2) sin(~,t3kx) exp(- k 3t) dk, (2.18) 

but they are not recovered by this method. 

Finally, we note that, in solving nonlinear evolution 
equations, use of the full interval - 00 < x < 00 is impor­
tant. If one attempts to use inverse scattering proce­
dures on 0 < x < 00, then the time dependence of the 
eigenfunctions at x = 0 is required information. The so­
lution process then depends on the solution of (2. 2) at 
the origin. Unfortunately, A (x, t), B (x, t), C (x, t) intro­
duce further unknowns, not given by the boundary con­
ditions, into the equations. 

The conclusion is that the solution procedure for non­
linear evolution equations by inverse scattering on the 
interval 0 < x < 00 is in close analogy to that of Fourier 
analysis. The method is valid when the linearized dis­
persion relation is even and appropriate homogeneous 
boundary conditions are given at the origin. 
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In this article we consider the effects on ensembles of random Hamiltonian matrices when certain 
restrictions are imposed on the potentials of the corresponding Schriidinger Hamiltonians. In 
particular, we investigate the validity of the assumption which is usually made when ensembles of 
random matrices are used to predict statistical properties of energy levels of complex systems, namely 
that the Hamiltonian matrix elements are statistically independent. 

1. INTRODUCTION 

Recently there has been considerable interest in 
studying the restrictions imposed on random Hamilto­
nian matrices by the requirement that they represent 
physically realistic forces. In particular, extensive 
numerical computations have been undertaken to study 
the implications of the limitation of the forces to two­
body interactions and to study the effects of the Pauli 
principle. 1 These computations start with assumptions 
about the effect of the physical conditions on matrix 
element distributions and proceed by computer diagonal­
ization of the resulting matrices. 

The purpose of this article is to provide a systematic 
method for determining the matrix element distribution 
which corresponds to any physical set of potentials. The 
method utilizes a particular representation (harmonic 
oscillator states are used as a basis) to calculate 
analytic expressions for the transformation from a 
random Schrodinger equation. The results are essen­
tially identical (except for the dimensionality of the 
matrices involved) for a single particle in an arbitrarily 
complicated external potential or for a system of parti­
cles with arbitrarily complicated interactions. Explicit 
transformation matrices are given for both cases, and 
it is shown that, for sufficiently general Schrodinger 
equations, all of the matrix elements HI!, j ~ i, are 
independent. Since relatively simple analytic expres­
sions can be obtained for both the transformation matrix 
and its inverse one can transform from Schrodinger 
equation to Hamiltonian matrix and vice versa at will. 

As an example of the effect of the imposition of physi­
cal restrictions on the Hamiltonian matrices we then 
consider an ensemble of velocity-independent Hamilto­
nians. This imposes so severe a restriction on the 
matrix that now instead of having all of the matrix ele­
ments independent we find that only the diagonal ele­
ments are independent. The off-diagonal elements are 
linear combinations of the diagonal oneso This causes 
restrictions on the resulting eigenvalue distribution, 
but does not destroy the functional independence of the 
eigenvalues. 

We then turn to the question of the effects of the 
statistics of the particles on the matrix element distri-
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bution. This is done by reformulating the problem in 
second-quantized form and again calculating the trans­
formation matrices explicitly. For bosons the algebra 
is unchanged from the previous version of the trans­
formation. For fermions the algebra is different but the 
results are effectively the same. In both cases one 
finds that, provided the interactions are complicated 
enough, the matrix elements are all functionally inde­
pendent. However, this requires the use of many-body 
forces up to and including N-body forces, where N is 
the number of particles present. Thus, in practical 
cases where the order of the interaction is quite low 
the matrix elements will not be independent. Nonethe­
less, as one increases the order of the admissible in­
teractions, the number of restrictions on the matrix 
elements decreases rapidly so that one would expect 
"approximate" independence to prevail. 7 

2. DEFINITIONS AND CONVENTIONS 

A basic assumption in the statistical theory of spectra 
is that the Hamiltonian matrix of a sufficiently complex 
system will be a typical sample of the same multivariate 
distribution in almost any representation. 8 Thus, we 
are essentially free in our choice of a representation 
for describing a complex Hamiltonian. 9 

We will choose as our basis functions, the eigenfunc­
tions of an isotropic harmonic oscillator. (In the begin­
ning, we shall not consider spin dependent ensembles. ) 
Such basis functions are commonly described by de­
fining so-called "ladder operators" for each degree of 
freedom. 10 These operators may be defined in terms of 
the coordinate x and momentum p associated with a 
given degree of freedom as 

~= (x- ip)/12, 

13= (x+ip)/I2, 

(201) 

(2.2) 

where the system of units has been chosen such that 
m = k = Ii = 1 (m is the mass of the osc illator, k is the 
spring constant, and Ii is Planck's constant divided by 
21T). 

It follows from the canonical commutation relation 
[p,x]=-i that 
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[t'm, (w)n] = E (7)(;)j 1(~+t-Jl3m-J, m, n = 0,1,2, .•.. 

(2.3) 

Using this result it can then be verified that 

x" 0= 2-n/ 2(13+ + j3)n 0= 2...,/2 t T)J t (j ) (j3+)J-kif' 
J~O k.O k 

and 
n J 

pn o=in2-n/2(W _13)n d n2-n / 2 ~ (_ 1)J1/} ~ 

(_ l)k(~) (j3+)J-k if', J.G k:O 

where n is the nonnegative integer, and where 

n _ (1 + (- 1 )n+J\ n , 
1/J= 2 Ijl[(n_j)/2]12<n-Jl/2' 

(2.4) 

(2.5) 

(2.6) 

Finally, we choose the normalization and phase of the 
oscillator eigenfunctions such that 

(n I m) 0= linm (2.7) 

and 
I nl \1/2 

~ln>O=\(n_m)IJ In-m), (2.8) 

where we have used Dirac notation 

3. ENSEMBLES OF NONSINGULAR HAMILTONIANS 

First we consider the most general ensemble of 
Hamiltonians corresponding to a one-dimensional parti­
cle in a nonsingular potential (i. e., we consider Hamil­
tonians which are expandable in nonnegative integer 
powers of x and pl. The ensembles can be specified 
mathematically by writing the Hamiltonian, H, in the 
form ll 

(3.1) 

where the bnk are parameters, which have an associated 
multivariate distribution that determines the ensemble. 
The largest power involved in H has been chosen 
arbitrarily to be N. Later, we will have reason to 
choose a particular value of N, which will be deter­
mined by considerations of functional independence of 
matrix elements. 

Since H is Hermitian, the parameters bnk must 
satisfy 

(3,2) 

Also, if we restrict H to be time reversal invariant, 
then 

b:k 0= bnk (3.3) 

(i. e., the bnk are real). 

We wish now to calculate the matrix elements corre­
sponding to this ensemble. As is the usual procedure in 
the statistical theory of energy levels we shall treat the 
Hamiltonian as a matrix of arbitrary but finite dimen­
sion, say M + 1. (Then, of course, one must take a 
limit as M - 00. ) 

From EqS. (2.8) and (3.1) it follows easily that 
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(3.4) 

where i,j 0= 0,1, ... , M, and where bnl = 0, l > n. Note 
that only odd or even values of n contribute to the sum 
on the right if j - i is odd or even, respectively. This is 
because our states have definite parity, and each term 
in the Hamiltonian (but not the Hamiltonian itself) has 
definite parity. It should be pointed out that if N> 2M, 
those onl with n> 2M do not contribute to any matrix 
element. Thus, terms in Eq. (3.1) involving those 
bnl are superfluous. Note also that due to properties 
(3.2) and (3.3), it follows that H is real and symmetric. 
Thus, from this point we need consider only the matrix 
elements Hl}, j;>- L 

Equation (3.4) can be rewritten as 

r:;.8 l 1 
v~s) = ~ -C' k)1 u~S), 

k.O 1-
s=0,1, ... ,M, 

io=O,1,2, ••• ,M-s, (3.5) 

where 11-8= (N - s)/2, [m/2] is the largest integer less 
than or equal to m/2, 

v(S)=H j(il(i+s),)1/2 i i i+ ., (3.6) 

and 

(3.7) 

Note that if N < 2M there will be a smaller number of 
u!S) than there will be v:S

). This means that the v: s ), 

and thus the Ho, j;>- i, are not functionally independent. 
Thus the assumption usually made in the statistical 
theory of energy levels that the Hil , i "" j, are statisti­
cally independent would certainly be false if the ensem­
ble consisted of only Hamiltonians with N < 2M. That is, 
if the ensemble does not contain a large enough class 
of Hamiltonians, then the assumption of statistical inde­
pendence of the matrix elements is untrue. 

If N?- 2M, then Eq. (3.5) can be rewritten as 

(S) t 1 (s) 

Vi =k.o(i_k),uk , 
(3.8) 

Clearly, there are exactly the same number of u~S) in­
volved in (3.8) as there are V: S

). Further, since the 
Jacobian of the transformation does not vanish, i. e. , 

k (~l::) I 0= 1, (3.9) 

the v:S) are all functionally independent provided the u~S) 
are functionally independent. 

At this point it is clear that if the multivariate dis­
tribution for the bnk is known, the multivariate distribu­
tion for the H IJ , j;>- i, can be obtained by direct calcula­
tion by use of Eqs, (3.6)- (3.9). Further, if N;>- 2M the 
inverse of the transformation given by (3,8) can be ob­
tained explicitly. In particular, it can be shown that 

U(s) = t (_1)i+k vIs) 

i k:O (i-k)! k , 

where s=O, 1, ... ,M, i=O, 1,.,. ,M- s. 

(3.10) 

Note that not all of the onl can be obtained from Eqs. 
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(3.10) and (3.7). However, all other bnl (excluding the 
superfluous ones) can be obtained from relations (3.2) 
and (3 0 3) (i. e., they are not independent). Further­
more, if N is exactly equal to 2M, through (3.8) and 
(3.10) there is a known one-to-one transformation be­
tween all of the independent bn1 and the independent 
HIJ. Thus, given any ensemble of one-dimensional 
SchrOdinger Hamiltonians [defined through (3.1)] the 
corresponding matrix element distribution can be ob­
tained explicitly by using (3.8). Conversely, if the dis­
tribution of matrix elements is known, the correspond­
ing ensemble of Schrodinger Hamiltonians can be ob­
tained through (3 0 10). 

From the above discussion it is clear that provided 
the ensemble of matrices is general enough, (i. e. , 
N;,. 2M) almost any joint distribution of the HI}, i ~ j, is 
possible. That is, even though we are considering a 
fairly special case of Hamiltonians (i. e., one-dimen­
sional particle with potential expandable in powers of x 
and p) there seems to be no constraint on the matrix ele­
ment distribution. 

If we add the condition that the Hamiltonian is in­
variant under space inversion, the matrix elements be­
tween states of different parity will vanisho Thus, we 
can choose our basis such that all Hamiltonian matrices 
in the ensemble consist of two blocks along the diagonal, 
one for each parity. Since all the matrix elements are 
still independent functions of the remaining bnl , the 
transformations being exactly the same as above, there 
is essentially no change in the conclusions. However, 
we now would, of course, consider each block 
separately. 

It is now a simple matter to generalize to an ensem­
ble of Hamiltonians in a multidimensional space. Again 
we will use Hamiltonians which are expandable in posi­
tive integer powers of the canonical variables, 
XI' xz, ... ,xK and PI, Pz, ... ,PK. Such a Hamiltonian cor­
responds to an n particle system in an m-dimensional 
space, such that nm =K. 

The most general Hamiltonian of this form can be 
written as 

N1 "j NK nK 

H = /_, 6 .. 0 6 0 bnj ••• nK;"CO."K 
"j=O k 1=0 nx=O "x=0 

(3.11) 

A calculation analogous to that for the one-dimensional 
case above yields 

Nj NK 

H'C."K;Jj •• 'Jx = 6 .. 0 6 AUn 
nj=O "x=0 

x bnc • 'nK; (nl+}I_II) /zo. 0 (nK+J rl K) /Z, 

i!>h =0, 1, 0 o. ,M!> ... , iK,jK=O, 1, ... ,MK, 

where 

and 

liliz••• i,,) == Iii) liz)··· Ii,,). 
If we now define 
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(3.12) 

(3.13) 

(3.14) 

(3.15) 

and 

U (e)- b 
II: = 'l+z"j"'sK+Z"K;'j<llI""K+"K' (3.16) 

Eq. (3. 13) can be rewritten as 
[ILl] ("K] 

VI (e) = 6 ... 6 T tu (e) 
"j=O "x=0 I k , 

(3.17) 

where 

TIIt==TI'.'IK;kj"'O"K=~ C!k )1 I m-j tm m' 
(3.18) 

and where Il" == (N" - s,,)/2. 

It should be clear at this point all calculations and con­
clusions are essentially unchanged from the one-dimen­
sional case. In particular, the Hamiltonian matrix is 
real and symmetric (assuming time reversal invariance), 
and the matrix elements can be functionally independent 
only if Nm ;" 2Mm , m = 1, ... ,K. If these conditions are 
satisfied, then (3. 17) can be rewritten as 

11 IK 

v/e ) = 6 ... 6 T1tuk(e). 
"1=0 1<x=Q 

(3.19) 

TheHII'''IK;JI'.'JK' h;,.i1, ••• ,jK;,.iK , will befunc­
tionally independent provided the Uk (e) are independent. 
(In fact, the absolute value of the Jacobian will again be 
unity. ) Further, it is easily verified that 

(3.20) 

If N m =2Mm , m =1, 2, ... ,K, we have a known one-to­
one transformation between the independent bnJ and the 
independent matrix elements. Thus, given an ensemble 
of Hamiltonians of the form (3 0 11) the corresponding 
matrix element distribution can be obtained using (3.17). 
Conversely, if the matrix element distribution is known, 
the ensemble of Schrodinger Hamiltonians can be ob­
tained using inverse transformation given by (3.20). 

It should be noted that using the same techniques one 
can treat the problem of an ensemble of Hamiltonians of 
the form (3.11) corresponding to a single particle in 
three dimensions with the additional restriction that the 
Hamiltonians be spherical symmetric. Since the conclu­
sions are baSically the same as those above the explicit 
calculations will not be given here. 

4. AN ENSEMBLE CORRESPONDING TO 
HAMILTONIAN WITH NONSINGULAR VELOCITY 
INDEPENDENT POTENTIALS 

As an example of an ensemble for which the matrix 
elements are not independent we consider one which is 
restricted to velocity independent potentials. In particu­
lar, let us consider an ensemble of one-dimensional 
Hamiltonians of the form 

N 

H = 2Apz +"0 a,,(v'2x)", 
"=0 

(4.1) 

where A is a real positive constant, and the a" are 
parameters which have some distribution associated 
with them. Clearly, the a" are real since H is Hermi-
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tian. Further, since each H is real and spin indepen­
dent it is also time reversal invariant. 

Inserting Eqs. (2.4) and (2. 5) into (4.1), we obtain 

H = - A[ (/3+)2 - 2/3+/3 + /32] 

where 
[N /2J 

02n = 0 17~~a2k +A~no 
k=n 

and 

with 17~ defined by Eq. (2.6). 

It should be noted that 

(4.2) 

(4.3) 

(4.5) 

At this point we shall restrict our discussion to 
Hamiltonians which are invariant with respect to space 
inversion (1. e., all a2j+1 == 0). Equation (4. 2) can then 
be rewritten as 

(4.6) 

If now we use Eq. (2. 8) to evaluate the corresponding 
matrix elements, we find that 

HJ,J+2k+1=0, j=0,1,2, ••• ,M, k=O,l, ••• , 

[(M - j -1)/2], (4.7) 

and 

HJ,J+2k = - A[ v'{j + l)(j + 2)611< - 2j 60k] 

~(2m \ (j1(j+2k)!]1/2 0 
+ m=o\m+k) (j+k-m]1 2m, 

(4.8) 

j =0, 1, ... ,M, k =0, 1, •.. , [(M-j)j2], 

where b2m = 0 if 2m> N. Note that since the matrix is 
real and symmetric, only the diagonal and super­
diagonal matrix elements have been given explicitly. 

As above, if N> 2M one has superfluous b2n's which 
do not contribute to any matrix element. Further, if 
N = 2M there are only M + 1 of the b2n 's. Thus, it is 
impossible for the H", j;;. i, to be functionally indepen­
dent. However, as is shown below, it is possible to 
choose a subset of M + 1 of the Hil's which are indepen­
dent. In particular, the diagonal elements 

. ~(2m) jl H JJ =2JA + LJ (. )1 02m, 
_0 m J-m 

form a functionally independent set. 

Note that if we define 

vJ==(HJr 2jA)/j! 

and 

Um==(~)b2m' 
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(4.9) 

(4.10) 

(4. 11) 

then Eq. (4. 9) becomes 

v = ~ 1 
J ~ (j-m)1 U m• 

(4.12) 

This is of course exactly the same transformation as 
that given by Eq. (3.8). 

Thus from Eq. (3.10) we have 

(
2m) ..pJ.. (_ l)m-J • 

b2m = U ( .) f '1 (HJJ - 2JA). m /=0 m -J .J 

If now we insert this into Eq. (4.8), we obtain 

HJ J+2k = - Av'{j + l)(j + 2)611< 

+ ~ BJkm(Hmm - 2mA), k> 0, 
m=O 

where 

(4.13) 

(4.14) 

r.-r->.......-.........,-.- ~ (- 1)I-m(l!)2 
B Jkm ==v'jl{j+2k)1 f;:. (l-k)l(l+k)!(l-m)!m!' (4.15) 

Thus, the off-diagonal elements can all be written ex­
plicitly as linear combinations of the diagonal ele­
ments. 12 Further, it can be shown that this is true in 
almost any representation, not just for the particular 
basis we have chosen. 13 

Clearly, if N;;. 2M and the a2n'S are independent, the 
matrix element distribution can be expressed as a joint 
distribution containing only the diagonal elements. An 
obvious question which arises is whether the various 
statistical properties of the eigenvalues are affected by 
the fact that the multivariate distribution does not in­
volve all of the matrix elements (i. e., how does the 
functional dependence of the matrix elements manifest 
itself in the statistical properties?) 

To study the statistical properties of the eigenvalues 
one must first obtain the joint distribution of the eigen­
values. Immediately, there is the question of whether 
or not the eigenvalues are functionally independent. 
Appendix I contains a proof of that independence. How­
ever, it has not proven feasible to obtain the jOint eigen­
value distribution explicitly when the dimensionality of 
the matrices is arbitrary. An indication of the nature 
of the problem will be given below by obtaining the solu­
tion for a low-dimensional case. 

In keeping with the usual assumptions, we shall con­
sider only ensembles of matrices which are representa­
tionally invariant. Thus, the ensemble will be of the 
form 

(4.16) 

where dB == TIJ':!1 dHJj, where all traces are to be ex­
pressed in terms of the diagonal elements only, and 
where the symmetric matrix g is determined as follows. 
Define length in the matrix space as14 

M 

ds2==Tr(dH)2=0 (dHIJ)2. 
I, j=O 

(4.17) 

If now Eqs. (4.7) and (4.8) are used to express the 
dHlJ , U-j, in terms of the dHll , Eq. (4.17) can be put 
in the form 
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M 

ds2 =.:0 glJdHUdHJJ' 
s. J=O 

(4.18) 

where glJ =gJi. Equation (4.18) then defines the matrix 
g. 

For definiteness, we shall restrict our discussion 
from this point to the special case M = 2. The Hamilton­
ian matrices are 3 X3, and can be put in the form 

(

H11 0 0) 
H= 0 Hoo H02 , 

o H02 H22 
(4.19) 

where 

H02 = - 2v2A + (/2/2) (H11 - Hoo). (4.20) 

Note that the matrix has been blocked according to the 
parity of the states. Note, however, that the blocks 
corresponding to different parity are not statistically 
independent since H02 is a function of H11 • Thus, both 
blocks must be considered together. 

It is easily shown that Idetgl =3. Further, for 
definiteness, we shall assume that 

f(TrHk) = (C/v'3) exp(- (3TrH2), 

where - 00 < Hij < +00, i = 0, 1, 2, and where 

Thus, 

P(HJJ ) dH = C exp(- (3 TrH2) dHoo dH11 dH22 , 

(4.22) 

(4.23) 

where TrH2 is to be expressed in terms of only the Hu , 
using Eq. (4.20). 

To obtain the joint eigenvalue distribution we must 
now make a change of variables to the three eigenvalues. 
It is easily shown that the eigenvalues are given by 

Eo =Hl1 , 

E" = t[(Hoo +H22 )±{(Hoo - H22 )2 +4HM1/2]. 

(4.24) 

(4.25) 

Note that Eo corresponds to an odd parity state, while 
the E" correspond to even parity states. The joint 
eigenvalue distribution is given by 

p(Eo, E+, EJ dEo dE+dE. 

=CF(E) exp[- (3(E~ +E;+E:)] dEo dE+dE., 

where 

F(E) = f: dHoo f.:oo dH11 f: dH22 () (Eo - H11 ) 

x 6(E+ - E+(HJJ» ()(E. - EjHu». 

(4.26) 

(4.27) 

It can be shown by a straightforward calculation that 

F(E) = /2(E+ - EJ H(E _ E )H(E - E')H(E' - E ) 
,)(E6 - E.}(E+ _ E6) + • + 0 0 • , 

where 

and 
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H(U)O"{l, u>O, 
0, u <0. 
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(4.28) 

(4.29) 

(4.30) 

Note that even though the three eigenvalues are func­
tionally independent their ranges are not independent. In 
particular, note that if E. and E. are fixed then for a 
nonzero probability, Eo must be in the interval 

E.+4A <Eo <E.+4A. 

This of course is quite different from the results one 
obtains for ensembles of matrices containing no func­
tional dependence among the matrix elements. 

Since the various spacing distributions playa crucial 
role in the statistical theory of energy levels, let us 
next consider one of the spacing distributions for this 
ensemble. The spacing-distribution for the tWo levels 
with even parity (i. e., E+ and EJ is defined by 

[
1 f·oo 1+00 

(, T S T S)~ 
P(S) dS = '2.00 dEo .00 dT P \EO' + ' -i:- ~dS, 

(4.31) 

where 

(4.32) 

and 

(4.33) 

If now Eqs. (4.26) and (4.28) are inserted into (4.31) 
it follows after some straightforward calculations that 

P(S) = {211/(3{3)}1 /2CS exp(- {3S-/2)G(S), 

where 

G(S)O"J
S

/
2 

(u+S/2)(S/2-u)]·1/2 
.s /2 

x exp( - f{3(u + 4A)2] duo 

(4.34) 

(4.35) 

Since lims.o+ G(S) = 7T exp(- 32/3A2/3), for small spacings 

P(S) "" C' S (4. 36) 

where C' is a constant. Thus, the repulSion of energy 
levels of like parity is still present. 15 

It seems likely that for larger dimensions the effects 
noted here will be present. In particular, even though 
the eigenvalw s are functionally independent their ranges 
will not be independent. Also, there is no reason not to 
expect the repulsion effect to remain. 

5. THE EFFECT OF PARTICLE STATISTICS 

We now consider a system of N identical particles. A 
general Hamiltonian for such a system can be written in 
the second quantized form as 

L , 1 

H =:0:0 :0 c!:,;umn1 ... (~)nK 
'=0 "1=0 mx=O 

X {3KmK ••• ji1m16;;,6m" (5.1) 

where nO" (nh n2, ••• , nK) and nO"~nl and where jij and jil 
are, respectively, the particle creation and annihilation 
operators for the ith single particle state. Note it has 
been assumed that there are only a finite number K of 
single particle states involved, and that the number of 
particles N is finite. (We shall assume that K~ 2N. ) 
The effect of these assumptions is to make the dimen­
sionality of the Hamiltonian matrix finite. Note that the 
index 1 indicates the number of particles interacting and 
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also note that the maximum number L of interacting 
particles must be less than or equal to N. The commuta­
tion relations for the operators are 

(5.2) 

and 

(5.3) 

where the upper sign is to be used for fermions and the 
lower sign is to be used for bosons. 

We shall assume that the parameters C:.:,{ are real. 16 

Since H is Hermitian, it then follows that C~~ = C!!)n 
(i. e., for each 1, C:.:,{ is symmetric). It follows that an 
ensemble of Hamiltonians will be completely specified 
if the joint distribution for the diagonal elements and 
the superdiagonal elements of the C:,:.{ are given. 

The different commutation relations of the j3's for 
fermions and bosons cause the matrix elements of H to 
be quite different. Thus, we will consider the two cases 
separately. 

Since the commutation relations of the boson creation 
and annihilation operators are identical to those of the 
ladder operators given above, the calculation of matrix 
elements in this case is identical to the one given above 
for obtaining (3.12). The result is 

L I I K ,;p;rq;r 
H =6 6 ... 6 c(l) n j' j' OI~ONpONq, 

po 1=0 n1 =0 n r-O n; n+q-p i=1 (P i - ni)! ' 

(5.4) 

where P I and q j are the number of particles in the ith 
state of the bra and ket vectors, respectively, and 
where 

C~:!+q_p= 0 if any nl + ql - PI < O. 

If the number of particles is larger than the maximum 
order of the interaction (L e., N> L) there will be 
matrix elements which are identically zero. For exam­
ple, any element with Pi = Nand q.l = N, i * j, is easily 
seen to vanish. Thus, if N> L the matrix elements 
(diagonal and superdiagonal) certainly can not be treated 
as independent variables. To illustrate the effects on the 
matrix elements if N> L let us consider the case when 
L = 2 (i. e., two-body interactions at most). 

From Eq. (5. 4) it follows directly that the only non­
zero matrix elements are 

1062 

(5. 5) 

Hp; p+1,,-11 = C~;~1/PI (p" + 1) + C~;i11+1/P, (PI - 1)2(pk + 1) 

+CF~1 '2 -JPIP,,2(Pk+l) 
I II' k 

+ 6 CF!1 '1 +1 -JPI(p,,+I)P"fn, k*l, (5.6) 
mtl I m' k m 

m~" 

Hp .p+2 2 =C~2?2 -JPI(PI-1)(p,,+2)(Pk+l), k*Z, (5.7) 
, k- 1 l' k 

Hp;p+2,,-1r 1m = Hp+2,,-1 r lm; p + cI~l1m;2" -JP,Pm(Pk + 2)(p" + 1) , 

(5.8) 
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Hp;p+1,,+11-1m-ln = cl~+1n;1k +l/PmPn(P" + I)(PI + 1), 

where 

(5.10) 

etc. 

Note that each type of nonzero element depends on a 
different set of C's. Thus, any given matrix element 
is functionally independent of matrix elements of an­
other type. However, for matrix elements of one type 
there are more matrix elements than C's. For exam­
ple, the diagonal elements are functions of (K + I)(K + 2)/ 
2 distinct C's. Thus, all diagonal elements can be 
written in terms of a particular set of (K + I)(K + 2)/2 
diagonal elements. 

The results for larger values of L will be similar. 
That is, some matrix elements will be identically zero 
and those which are not will not be functionally inde­
pendent. As L increases, however, the number of zero 
matrix elements decreases and the number of functional 
relationships between the matrix elements decreases. 

On the other hand, if L = N the diagonal and super­
diagonal elements can be used as independent variables 
provided the corresponding c~.i are independent. This 
follows easily from (5. 4). (L e., each c~.i occurs in 
one and only one of the elements of H. ) 

Consider now the case when the particles are 
fermions. The calculation of the matrix elements is 
analogous to the case of the bosons. We find that 

L P1 PK 
Hpq =6 6 ... 6 P1At. .. p"nKq1n1+q1-p1.··qKnK+qK-PK 

1=0 n1=0 nr-0 

xC(/) " .J<. ." • (5 11) II; 1I+q_pVln VNp VNq • 

wherep;=O,I, q;=O,I, andC:':~+q_p=O, if any n;+qj-pi 
< O. Note that since we are dealing with fermions the 
matrix elements are zero if any Pi or q; is larger than 
unity. Thus, from this point we consider only matrix 
elements with Pi = 0,1 and qi = 0,1, i = 1,2, ... ,K Note 
that again if N> L some of the matrix elements are 
identically zero. For example, if PI *qh i =i1> i 2, ••• , i 2N, 
then PI = q I = 0 for all other i, and it follows easily that 
Hpq = O. Therefore, the matrix elements cannot be used 
as independent variable. Again to illustrate the effect 
on the matrix elements we consider the case L = 2. 

When L = 2 the only nonzero matrix elements are 

Hpp= Co(?o) +6 (C1<1?1 +C~2?2 )D1p 
, k k' k k' k k 

+""0 C(2) "" (5 12) 
~ 1,,+11;lk+11 v1p" v1PI' " 

Hpp+1 -1 = Dop D1P (cP? 1 + 6 cFl1 '1 +1 D1p \, (5. 13) 
"I "I \' I'" m.k 1 m' k m m} 

mn 
and 

The three classes of nonzero matrix elements are in­
dependent of each other. However, in each class only a 
proper subset of matrix elements can be taken as inde­
pendent variables. 

The results for L> 2 are similar. However, as L in-
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creases the number of types of nonzero matrix elements 
increases and the size of the proper subset of indepen­
dent variables for each type increases. 

As was true for bosons, if L =N the diagonal and 
superdiagonal elements can be used as independent 
variables provided the C~) are independent That is 
each C~) occurs only in the element HJI4.' 

Finally, it should be noted that if the system is a mix­
ture of bosons and fermions we could choose as our 
basis products of the antisymmetrized state functions 
for the fermion and symmetrized state function for the 
bosons. The details of the calculation are somewhat 
different than those above but the conclusions are 
baSically the same. 

APPENDIX: PROOF THAT THE EIGENVALUES 
CORRESPONDING TO A RANDOM HAMILTONIAN 
MATRIX, WITH A FUNCTIONAL DEPENDENCE 
AMONG MATRIX ELEMENTS GIVEN BY (4.14), CAN 
BE USED AS INDEPENDENT VARIABLES 

The procedure will be to show that there exists a re­
gion in the matrix element space where 

(Al) 

The region is selected such that nondegenerate perturba­
tion theory is applicable. 

In particular, let 

H=Ho+V 

where 

nDmm=2mA, m=0,1, ... ,4P-l, 

and where 

H}J+2 = H}+2J = - AvU + l)(j + 2), 

(A2) 

(A3) 

(A4) 

are the only nonzero off diagonal elements. Note that 
the matrix elements of Ho satisfy (4.14). Thus, the 
matrix elements of V (which will be treated below as a 
perturbation) must also satisfy (4.14). Note also, that 
we have chosen M = 4P - 1 for Simplicity (i. e., H is 
4PX4P). 

Clearly, HO can be written in the form 

~ 
1ft 
~ 

H= nDs 

where 

~ _( 1I;r 1I;r+2) 
r - It;. r+2 11;+2 r+2 . 

If we let AO be defined by 

EO =AoffD AO, 

(A5) 

(A6) 

(A7) 

where EO is the diagonal matrix with the eigenvalues of 
~ on the diagonal, it is clear that 
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(A8) 

where 

(EO~ 0 ) 
E

o =TorH~~, r= 0,1,4,5, ... , 4P- 4, 4P- 3. 
r+2 

(A9) 

If now we let 

~ =(ar - b~) r br ar ' (A10) 

it follows easily that 

ar = (1 +S;1)/v'2, (All) 

br = (1 - S;1)/..[2, (A12) 

E~=2A[(r+l)- Sr], (A13) 

and 

E~+2 = 2A[(r + 1) + Sr], (A14) 

where 

Sr:; [(r + l)(r + 2) + 4]112/2. (A15) 

It is easily verified that none of the 4P eigenvalues are 
equal (i. e., there are no degeneracies). Thus, we can 
use nondegenerate perturbation theory to approximate 
the eigenvalues of H (provided of course V'" H - ~ can 
be treated as a perturbation). 

If we let 

(A16) 

(where the Em are as small in absolute value, as need be 
for perturbation theory to hold) it follows from (4. 14) 
that the only nonzero superdiagonal element of V are 

(A17) 

From nondegenerate perturbation theory it follows 
that 

Em=E~+um+O(E2), m=0,1, ... ,4P-1, (A18) 

where the Em are the eigenvalues of H, and the um are 
the diagonal elements of V in the representation where 
~ is diagonal, i. e. , 

U m = 6 Ag~~m V,,", 
kon 

Clearly, since AO and the E~ are constant, 

and we need only show that 

J(:;) ,0. 

(A19) 

(A20) 

It can be shown directly using (A8), (A10), (A17), and 
(A19) that 
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U4T = (1 - 1iOr)V4T + Q4T€4T + Y4TJ.J.4T, 4T+1€4T+1 + b~T€4r+2' (A21) 

U4r+2 = - (1 - 1iOT) V 4,. + f34,.€4T - Y4,.J.J.4,.,4r+1€4,.+1 + a~"€4r+2' 

U4T+1 = (1- 1iOT)v4r+1 + Y4T+1J.J.4T+1,4T€4T 

+ Q4T+1€4r+1 + Y4T+1J.J.4T+1,4T+2€4r+2 + b~T+1€4T+3' 

u 4T+3 = - (1 - 1iOT)V4r+1 - Y4T+1 u 4T+1,4T€4r + f34T+1€4T+1 

- Y4T+1J.J.4T+1,4T+2€4T+2 +a~T+1€4T+3' 
where r= 0,1, ... , P-1, and where 

J.J.Jm=Bnm' 

and 

Ys=2a sb s , 

Q s = a~ + YsJ.J. ss, 

f3s = b~- YsJ.J. ss , 

4T-1 

Vs=Ys 6 J.J.sm€m. 
m=O 

It is easily seen from (A21)-(A24) and (A29) that 

where 

It can be shown by direct calculation that 

where R = 4r, and 

(A22) 

(A23) 

(A24) 

(A25) 

(A26) 

(A27) 

(A28) 

(A29) 

(A30) 

(A31) 

(A32) 

(A33) 

It is easily verified that Jo < 0, while J T > 0, r> 0. Thus, 
clearly 
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J(Et )'0 
HJi 

in the region we have considered, and the eigenvalues 
are functionally independent. 

*Supported in part by NRC Grant A462 5. 
ISee for example, Ref. 2-6 below. 
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7This is consistent with the numerical computations of French 
and Wong, Ref. 4 above. 

8See for example, C. E. Porter and N. Rosenzweig, Ann. 
Acad. Sci. Fennicae: Ser. AVI, No. 44 (1960). 
9Clearly the representation chosen should not be one where the 
Hamiltonian matrix of the particular system of interest is 
diagonal (or almost diagonal). 

lOSee, for example, R.H. Dicke and J.P. Wittke, Introduction 
to Quantum Mechanics (Addison-Wesley, Reading, Mass. 
1960). 

I1If the Hamiltonian is given in the form H =~n,kam.X"p", it can 
always be put in the form (3.1) by using (2.4-(2.6). 

12We might add that if we do not impose the condition of space 
inversion invariance there will be no change in Eq. (4.15), 
but there will be a similar set of equations which give the 
matrix elements H I ,I+2k+1 as linear combinations of the HI,i+I' 

13U is easily shown that the Jacobian of the transformation 
from the diagonal elements in one representation to the diag­
onal elements in another representation vanishes only for a 
set of points of measure zero in the space of rotations. Thus, 
the diagonal elements are "good" variables in almost any 
representation. 

14This approach is due to Porter. See the introductory review 
of C.E. Porter, Statistical Theories of Spectra Fluctations 
(Academic, New York, 1965). 

15See , for example, Ref. 8 above. 
16Since every matrix in our ensemble is then real (as shown 

below), we are in general conSidering only time-reversal in­
variant systems. In addition, if the total angular momentum 
of the system is half-integer, we are considering only rota­
tionally invariant systems. See introductory review of 
Ref. 14. 
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For space-time regions with finite volumes, the lattice cutoff unnormalized Schwinger functions 
converge to the (unnormalized) Schwinger functions as the lattice cutoff is removed. 

1. INTRODUCTION 

We study the lattice approximation of the (Acf>4 - j.J. cf»3 
field theory in a finite volume. The main progress on 
the cf>~ model has been the proof of the existence 1 and 
semiboundedness2 of the spatially cutoff Hamiltonian, 
and the proof of the convergence 3 of the ultraviolet cut­
off Schwinger functions as the ultraviolet cutoff is re­
moved. Recently, Guerra, Rosen and Simon 4 have 
shown how the p( cf»2 field theory can be approximated by 
a general Ising model, which they called the "lattice 
approximation. " As a consequence of this approxima­
tion, one has been able to apply results of the classical 
lattice theory to the P( cf»2 field theory. 4,5,6 The main 
purpose of this work is to establish the convergence of 
the lattice cutoff Schwinger functions of the cf>~ model. 
Then one may develop the cf>~ field theory parallel to 
the P( cf»2 model. 

We are concerned with the Euclidean approach to the 
('~.cf>4_ j.J.CP)3 theory for A,=-W, j.J.,=-R. Let cf>6(f), f'=- S(R3), 
be the Euclidean free field with the lattice cutoff 6 and 
let dqo be the free measure. 4 Then the lattice cutoff 
partition function Z 6 and the lattice cutoff unnormalized 
Schwinger functions s~n are given by 

Z6(g) = I exp[- V(15, Ag) + j.J.CP6(g)]dqa, 

sgn(g;j V ••. J) = I CP6(f 1)' ... , cf>6(f n) 

x exp[ - V(15, Ag) + j.J.cf>6] dqo, 

where exp[- V(15, Ag)+ j.J.cf>6(g)]dqo is the interaction mea­
sure of the (Acf>4-j.J.cf»3model, AccR+, j.J.ER, with the 
lattice cutoff 6 and the spatial cutoff g. See Sec. 2 for 
the detailed definition of the interaction measure. 
Throughout this paper we assume that the spatial cutoff 
g is the product of a positive function in C;; (R 3

) with the 
characteristic function of a union of unit lattice cubes. 
We also assume that AER+ and j.J.,=-R. 

Theorem 1.1: (a) Letf;,=- S(R 3
). There are constants 

K 1(A, j.J.,J ;'s) and K 2(A, j.J.) independent of 6 and g such that 

Is~n(g; f1' ... J n) I ""K1 exp[K~(g)], 

where A(g) is the volume of the set of points within a 
distance unity from the support of g. 

(b) As Ii - 0, Z6(g) - Z(g) and 

s~n(g , f l' ... , fn) - sun(g; f l' •.• , f n)' 

where Z(g) and sun(g; f l' ... , f n) are the partition func­
tion and the unnormalized Schwinger functions. 

(c) Let j.J. '=- cr:. Then the results of (a) and (b) are uni­
form with respect to j.J. on a compact subset of cr:. 
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Remark 1. 1: Feldman3 has proven the existence of 
Z(g) and sun(g; f l' ... , fn) for the case of j.J. = O. For an 
arbitrary j.J. ER the existence follows immediately from 
Ref. 3, Theorem 3, by settingf=j.J.g. 

Remark 1. 2: For small coupling constant A (depending 
on g) the lattice cutoff normalized Schwinger functions 
S 6(g; gl' ..• , g n) = Z o(g)-ls~n(g; f1' .•. , fn) converge to the 
normalized Schwinger functions S(g;!l'" . ,fn) 
= Z(g)-l sun(g;f l' .•• , f n) as 6 - O. The above assertion 
follows from Theorem 1. 1 and from the fact that Z(g) 
'* ° for small coupling constant A. 

Instead of proving Theorem 1. 1 directly, we will in­
troduce the ultraviolet cutoff K in Z 6 and s~n to get the 
triple cutoff partition function Zo,. and Schwinger func­
tions S~~ •. For a given lattice cutoff 6 we will show the 
uniform convergence of Zo,. and S~~. as the ultraviolet 
cutoff is removed (Theorem 3.1). The basic idea of our 
proof for the uniform convergence is essentially the 
same as that of Glimm and Jaffe 2 or Feldman. 3 The 
theorem will follow as a consequence of Theorem 3,1. 

In Sec. 2 we introduce the definition of the lattice cut­
off interaction measure for the interaction (Acf>4 - j.J. CP)3' 
A> 0, j.J. '=- R. We also establish technical lemmas which 
we need in Sec. 3. Section 3 is devoted to proving 
Theorem 1. 1 by showing the uniform convergence of 
Z6,. and S6 ••• In the Appendix we give estimates of small 
graphs. 

Readers are referred to Refs. 2,3, and 4 for further 
background material, notation, and references. 

We conclude this section by proposing two problems. 
The applications of the lattice approximation to the 
P(cf»2 field theory are frequently dependent on boundary 
conditions (for example, the Dirichlet boundary con­
dition).4,6,7 Notice that the results of this paper hold for 
the free boundary condition. The first problem is the 
convergence of the lattice cutoff normalized Schwinger 
functions with the free boundary condition and the se­
cond is the extension to the Dirichlet boundary condition. 
That is, we wish to prove: 

(i) For the free boundary condition the lattice cutoff 
normalized Schwinger functions S 6(g; f1' ' .. , fn) con­
verge to the normalized Schwinger functions 
S(g; fl' ... , fn) as 6 - O. 

(ii) Let Zf(g) and Sf(g; f1' . , . ,fn) be the corresponding 
partition function and Schwinger functions with the 
Dirichlet boundary condition. Then Zf(g)- ZD(g) and 
Sf(g; f1' ... ,fn)- SD(g;f1' ... ,fn) as 6 - 0. 

If one is able to show that the partition function Z(g) is 

Copyright © 1975 American I nstitute of Physics 1065 



                                                                                                                                    

not vanishing for Jl = 0 and 0 <!S X <!S XO' where Xo is a con­
stant independent of g, it then follows that Z(g)"* 0 for 
all Jl E CC and 0 <!SX <!S Xo by the Lee-Yang theorem for the 
lattice cutoff partition function together with Hurwitz's 
theorem. 6 Hence the first problem will be solved by 
Theorem 1. 1. In this case, we conclude that the Lee­
Yang theorem and any correlation inequalities, which 
hold for 15"* 0, hold for cf>~ field theory with the free 
boundary condition in a finite volume. 

2. NOTATION, DEFINITIONS, AND BASIC 
ESTIMATES 

We introduce the lattice cutoff interaction measure. 
The free Euclidean field theory is given on the path 
space L2( 5 ~(R3), dqo) where dqo is the Gaussian mea­
sure with mean zero and covariance (- 6. + m2t 1

• The 
Euclidean fields are the linear coordinate functions on 
S ~(R3) : cf>U) (q) = < q, f) for all q E S~(R3) and f E S (R3). 
Following Ref. 4, in Sec. IV we introduce the lattice 
approximation of the free fields. Let 15 > 0 be the spacing 
parameter for the lattice L6={nl5 :n=(n(O), n(l), n(2») 
E Z3} in R3. We approximate - 6. by 

(-6.6f)(nl5)=15-2[6f(no)- 2: f(n'I5)]. 
In'-nl=l 

where I n I = L:~=o In (i) I. We consider the Fourier trans­
formation from Z2(I5Z3

, 0 3
) to L 2([ -rr/o, rr/Iij3, d 3k) de­

fined by 

- 15 3 

h6(k)=f=\3T22)32 2:3 h(nli)exp(-ik·nl5). (2.1) 
rr nEZ 

Then the image of (- 6. 6 + m 2
) on L2 is mutliplication by 

Jl6(k)2 = 15-2 (6 - 2 to COS(l5k(i») + m 2. (2.2) 

We define the lattice cutoff free fields and Wick product 
of the free fields by 

cf>6(n) = (2rr)-3 /2 ~ exp( - ik . nl5) [a(k)* + a( - k)] Jl 6 (k)-ld 3k, 

: cf>~(n) : = (2rr)-3m,21 exp( - il5n . Lk) ~ (7) a(k1)* ... a(k)* 

where f 6 means that the range of integration is 
Ik W I <!Srr/l5. For gE L 2(R 3

) we write 

: cf>~: (g) = 2: 153: cf>~(n): g(nl5). 
n'-::Z3 

(2.3) 

(2.4) 

The partition function Z 6 and unnormalized Schwinger 
functions s~n of the lattice cutoff interaction theory are 
the mass and moments of the unnormalized lattice cutoff 
interaction measure dq(l5, xg): 

Z 6(g) = < 1) d. ( 6 ,t>' 

where (M) d. = J M dq. The measure is given by 

dq(l5.g)=exp[- V(I5, xg)+ Jlcf>6(g)]dq, 

V(I5, xg) = Vi15, Xg) + V c(l5, Xg), 
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(2.5) 

Vr(l5, Ag)=A: cf>~: (g), 

V c(l5, Xg) = i<Vi 15 , Xg)2)d.o - i(V il5, Xg)3) dOO 

_ iA2 I5m~ : cf>~ : (g2), 

I5m~= - 42
X 6 X (2rrt9 

L: 
n~N3 

n(I)=O,.l 

where 

(2.6) 

l;'=k2+k3+k4, Zn(I5)={k2,k3,k41Ik/ZJ- ~l;+ ~~rr II ~rr/Ii, 
2~i<!S4, 0<!sl~2}' 

and the measure dek is proportional to Euclidean mea­
sure on the space l; = 0, 

dl;dek=d 3k2 d3k3 d 3k4· 

The mass renormalization counter term is logarithmi­
cally divergent. We will discuss the counter term Vc 
in more detail in Appendix A3-A4. 

We now establish technical lemmas which we will use 
in the next section. Let 

Jl(k) = (k2 + m2?/2 

whe re k2 = I k (0) 12 + I k (1) 12 + I k (2) 12 . 

Lemma 2. 1 (Adapted from Lemma IV. 2 of Ref. 4): 

(a) For each kE R3, Jl6(k)- Jl(k) as 15- 0; 

(b) if Ik(ill <!Srr/l5, o <!Si<!S2, Jl6(k)-1~~rrJl(k)-1. 

We remark that Guerra, Rosen, and Simon4 have proved 
the lemma for k E R2. The proof was based on the 
inequality 

1 - cos(y) ~ 2rr-2y2 if y E [- rr, rr]. 

Hence the extension to the case of k co: R3 is trivial. 

Lemma 2.2: LetfES(R3). Then for Ik(ill <!Srr/15 

IJ6(k)1 <!S0(1) Jl(k)-2. 

Proof: We note that by the definitions 

Since 

1 2f(n(O)I5, n(l)l5, n(2)I5) _ f«n(O) + 1)15, n(l>l5, n(2)15) 

_ f«n (0) _ 1)15, n (2)15, n (3)15) I 

~152 (0) sup () I ~ax22 f(x,n(1)I5,n(2)15)\ 
xEI (n -1)6, (n 0 +1 )6) u 

we obtain 
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i(a?n) 2 f(x) ,. 

Sincef'=S(R S ), 1f"(x)I';;0(1)~:()[1+ Ix(i)I]-m for any 
m > O. Hence the above is bounded by 

2 

0(1)05 3 6 IT [1+ In(/)61]-m';;0(1) 
n,= Z 1=0 

for m ~ 2. The lemma follows by Lemma 2. l(b) and the 
above bound. -

If one applies a method similar to that used above, 
one may show the stronger result: For any m > 0 

IJo(k)1 ';;0(1)J.l(k)-m for Ik l l.;;rr/6. 

In applications we only use the case m = 2. 

In the next section we will divide a bounded region 
into a union of cubes. To prevent double counts of lattice 
points on the boundary of cubes we consider half open 
cubes of the form 

.l={x:xiE[a<O,b(/), la(/)-b(I)I=d, 0.;;i.:<;:2}. 

We write (2.7) 

6S 

(hXd)o(k) = (2rr)3/2 ~ h(n6)exp(-ik'n6), 
n6~a 

= 05"2[2 - 2 cos(6k<il)] + m 2 , 

D~ = l~ (ak: (n ) m(O, y m (Il = 1m I, 
(2.8) 

2 

F d(k)=II70 (1 + 1.l11/Slk(IlI)"1, 

where l.ll is the volume of.l. Notice that F d (k) is the 
comparison function introduced in (5.2.10) of Ref. 2. 

Lemma 2.3: (a) For Ik(i)1 .;;rr/6 

ID mJ.l o(k)-21.:<;:0(1)J.l(k)-2-lml; 

(b) let g'= S(R S
) and let k =Z/kj' P.:<;: 4. We assume that 

l.ll .:<;: 1 and the center of .l is at the origin: 

IDm(gxd)O(k)I';;0(1) 1.lll+lml/sFo.d(k); 

(c) for Ik w l.:<;:rr/6and Ik'(;)I.:<;:rr/6, andforO':<;:E.;;1/3, 

I J.l O(k)"2 - J.l O(k')"21 .;; 0(1) J.l(k - k')3< x [i-L O(k)"2"' + J.l o(k't2-']. 

PrOOf: (a) To show the method of proof we first con­
sider the case where Dm=(a/ak(0»2. For this case we 
have 

(0:(0)) 2 J.lO(k)"2 = _ 22 J.lO(k)-6 [205-1 sin(6k(0»]2 

+ 4 J.lO(k)-4 cos(6k(0». 

The lemma follows from Lemma 2. 1 ( b) and from the 
following inequalities: 

16-1sin(6k W )I';;0(1)lk(1l1, 
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(2.9) 

The lemma for the general case follows by a method 
Similar to that used above. -

(b) Let 

ao(k) = 205-1 sin(M6) = i6- 1
( exp(ik6/2) - exp(ik6/2)]. 

It follows that ao(k)2 = 05- 2 [2 - 2 cos(6k)] and so 

lJ.l oWll)I.:<;:0(1)lao(k(l)I· 

By definition we have 

II~ ao(k(i»Dm(gx,Ja(k) I 

';;0(1) Ino~A g(n/)exp(-ik'n/) Do (n(j)/)m(j) 

x [exp(itk W 6) - exp( - d k (;)/)]\. 

(2.10) 

(2.11) 

We only consider the case of g= 1 on the cube .l. The 
simple modification of the methOd for the above case 
gives the lemma. Let o.l be the set of points within a 
distance t6 from the boundary of .l and let .lint =.l- il.l. 
By rearranging the sum in (2. 11) we bound (2.11) by 

0(1)TI(6 l(n(1)6)m(OI 
/=0 n(i) 

nO,= ad 

On the other hand, one may check that 
IDm(gxdh(k) 1';;0(1)I.l1 1+lml/3, From (2.10) and the 
above result we have proved the lemma for g= 1 on .l. 
By using a summation version of the integration by parts 
and using the above argument we proved the lemma. We 
leave the detailed proof to the reader. _ 

(c) We write 

J.l O(k)"2 - J.lo(k')"2 = (i-Lo(k)J.lo(k'»"2 (J.lo(k')2 - J.lO(k)2), 

2 

i-Lo(k)2 - J.lO(k,)2 = 26-2 6 (cos(k' Ii) 6) - cos(k (j)6 ». 
1=0 

If k,(I) and k(/) have the same direction, then we have 

6-2 Icos(k,(i)6)-cos(k(i)6)1.;;0(1)1 ~:::: 6- 1 sin(6k)dkl 

.:<;:0(1)lk'(/)-k(/) I (2.12) 

by (2.9). Since cos(6k) = cos(- 6k), the above bound 
holds for the case where k'(O and k(IJ have opposite 
directions. The lemma follows from (2. 12). 

3. CONVERGENCE OF THE LATTICE 
APPROXIMATION 

In this section we prove Theorem 1. 1. We first in-
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troduce the ultraviolet cutoff in the interaction measure 
dq(5,g). We define 

dq(5, K, g) = exp[ - V(5, K, Ag) + J..L<P6(g)] dqo, 

dq(5, K, Ag) =exp[- V(5, K, Ag)] dqo' (3. 1) 

where V(5, K, g) is defined by replacing J..L6(k)"1 by 
K(k)J..L 6(k)"1 in the definition of V(5,g) in (2.6). We as­
Sume that the momentum cutoff K(k) has the form 2 

2 [(k(i») (k(i)\l 
K(k) = Do f/ r -f/ amJJ' (3.2) 

a (j) < (3(j), 

a(O,{3(j}c:: {Mo=O, M
j
=M1(1+V)j-1 if j~I}, 

where ,'\1 1 > 1 and lJ> ° are constants given in Ref. 4 and 
'I') is a fixed C;'(R1) function satisfying 

'I')(x)=1 for Ixi ""1/2, O<'I')(x)<1 for 1/2< Ixl <2, 

'I')(x)=O for Ixl ~2 and'l')(x)=1j(-x), 

and by convention 'I') (k/O) = 0. The triple-cutoff partition 
function and unnormalized Schwinger function are de­
fined by 

Zojg)= (l)dq(6.K,g)' (3.3) 

S~~K(g; f1'···' fn)=(<Po(J1)'" <P6(Jn)dq(6,K,g)' 

Theorem 1. 1 is a consequence of the following result: 

Theorem 3.1: (a) Let f i c. S(R3). There are constants 
k1(A, J..L, f i • s) and k2(A, J..L) independent of 5. K, and g such 
that for (3(j) ~ 271/5 and a(i)=O, i=O, 1, 2, 

IS~~K(g; f1"'" fn) [ ""k3 exp[k:!i(g)]. 

(b) As K- 1, 

ZO,K(g)- Zo(g) uniformly in 5, 

S~~K (g; f l' ... ,f n) - s~n(g ;f1' •.. ,fn) uniformly in 6. 

(c) Let Z c. (C. Then the results of (a) and (b) are uniform 
with respect to J..L on a compact subset of (C. 

Proof of Theorem 1. 1: (a) This follows from the 
boundedness of Theorem 3. l(a) and the fact that 
S~~K=S~nfor{3(j)~271/5anda(j)=O, i=O,I,2. (b) We 
note that 

[sun_sun[ "" [sun_sun I + [sun _sun[ + [sun_sun[ 
6 6 fi I K 6, f( K I{ 

(3.4) 

where s~n = S~~O'K' By virtue of the momentum cutoff K 

we have that for given K and E there exists a constant 
arK, E) depending on K and E such that 

IS~~K - s~n I ""E for 6 "" arK, E). (3.5) 

We use Theorem 3. l(b) and the result of Ref. 3 (see 
also remark in Introduction). The theorem follows from 
the 3E argument. (c) This follows from Theorem 3. l(c) 
and a method similar to that used in the proof of 
Theorem 1. l(b). • 

The rest of this paper is devoted to showing Theorem 
3.1. The proof is based on the method developed in 
Ref. 2 (and Ref. 3). We organize the proof in the order 
of Ref. 3. Apparently, we have to show the necessary 
results corresponding to those of Ref. 3. We will adapt 
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freely the notation and the results in Refs. 2, 3. Feld­
man3 has introduced a norm on the kernel of Graph G: 
Fory>2a>O, 

IIGIl 1 ,r.o: = sup sup II P"o: C Mr [G [II H • s, 
P~ C 

P~, C, MY, and ,. I are "operations" that modify the 
Graph G and its kernel. See Ref. 3 for the detailed de­
finitions. For convenience we include the characteristic 
function on the range of the integration into the kernel 
of the Graph G. From the definition we have 

11<p6(J) 11 1,r, 0: = (271 )-3/2 K111 J..L r!J. 6 -116 x6112. 

'" [f6[ r' 

(3.6) 

where X6(k) is the characteristic function on 
{k:k(i)c.[-71/5, 71/5], ° ""i""2} andK1 is the constant 
given in Ref. 3. If f E S(R3), then it follows that 
I f61 r "" const uniformly in 6 for small y by Lemmas 
2.1, 2.2. Consequently, we obtain that for small y and 
fi E S(R 3

) 

n 
II IT <P6(J i)11 1 ,r,o: "" const uniformly in 6. (3.7) 

Here we have used the fact that IIGII H. s. "" ITj 11,g)I H • s. if 
G is a union of subgraphs gj. 

We reduce the problem by a method similar to that 
used in Ref. 3. Theorem 3.1 follows immediately from 
Corollary 3.3 and Theorem 3.4 listed below. and from 
the result (3.7). 

Theorem 3.2: Assume G is a graph having N external 
legs. Then there is a constant K 4 (A, Il, y, a) independent 
of 6 and K such that 

[(Gexp[- V(6, K, Ag)a"o [ "" NNIIGI1 1 •r .o: exp[K4A(g)]. 

Corollary 3.3 Under the assumption on K as Theorem 
3.1(a), there is Ks(A,!J.) such that 

[(Gexplll<P6(g)]exp[- V(6, K, Ag)aqo 

"" NNIIGI1 1 • r ,o: exp[KsA(g)]· 

The constant Ks is uniformly bounded with respect to J..L 
in a compact subset of (C. 

Theorem 3.4: Let IIGlll,r,o: < 00 for some 0 < Y < Yo' 
Then as K- 1 

(G exp[1l <P6(g)] exp[ - V( 6, K, Ag) ])aqo- (G)aq (6.g) 

uniformly in 6, 

and (G)aq(6.K) obeys the bound of Corollary 3.3. The 
convergence is uniform in !J. on a compact subset of C. 

The above are the results corresponding to Ref. 3. 
Theorem 2, Corollary 2.1, and Theorem 3, respec­
tively, for the case of G1 = G, G2 = 1, and f= !J.g. 

Before proving the results we describe briefly the 
reason why the method used in Refs. 2,3 can apply to 
our case. Roughly speaking, the authors of the cited 
papers have proved the results corresponding to 
Theorem 3. I-Theorem 3.4 by expanding 
(Gexp[- V(K, Ag)])aq by a so-called "inductive construc­
tion. ,,2 Each induct~ve step consists of three main parts: 

Yang Moon Park 1068 



                                                                                                                                    

(a) a high momentum (P - C) expansion, 

(b) a low momentum (Wick) expansion, 

(c) combinatoric estimates. 

Then the problem was reduced to estimates of the ele­
mentary integration labeled by Feynman graphs. The 
combinatoric estimates have been used to bound the 
number of terms in a sum of Feynman graphs. To esti­
mate each term the majorizing functions for the kernels 
of P, C, and W vertices (except the mass renormaliza­
tion cancellation) have been used. For the details we 
refer the reader to Refs. 2 and 3. By replacing 
exp[ - V(K, :\g}]dqo and exp[<p(f)] in Ref. 3 by 
exp[ - V(o, K, :\g)] dqo and exp[J..L<Pa(g)], we perform exactly 
the same inductive construction used in Ref. 3 (and 
Ref. 2). We also assign the same combinatoric factors 
for the combinatoric estimates. We then use Lemma 
2. I-Lemma 2.3 to obtain majorizing functions for the 
kernels of P, C, and W vertices similar to those of 
Ref. 2. In the Appendix we estimate small graphs to ob­
tain the same bounds as those of Ref. 2. Hence the upper 
bound of the elementary integration for each Feynman 
graph will turn out to be same as that in Refs. 2,3. 

We begin to show Theorem 3.2 with a few technical 
assumptions. We assume that the lattice spacing 
parameter has the form 

We also assume that the allowed cubes have the form 

Li=2- i Lio+2- i no, kEZ·, nEOZ3
, 

where Lio = {x :x(i) EO [-~, ~)}. Theorem 3.2 for an ar­
bitrary 0 will follow from the method for 0 = 2- i with a 
modification of the allowed cubes. Following the main 
steps used in Refs. 2,3 we summarize our proof. 

Sketch of the Proof of Theorem 3.2 

The main steps are as follows: 

Step 1. The Inductive Expansions: We expand 
(Gexp[- V(o, K, :\g)])aq by the inductive construction 
given in Ref. 2 Sees. °2, 3 (and in the proof of Ref. 3, 
Theorem 2). First we write 

(G')aq(6'.'~I) =NNIIG'II I • r .a (G")aq(6 .•• ~I) (3.8) 

where now IIG"III.r,a =N-N. We will show that for this 
new C;" 

(3.9) 

When the inductive expansion is applied to 
(Gil exp[- V(o, K, :\g»tt the C;" vertex remains com­
pletely passive (initia1es no action) with one exception. 
The exception is the low-momentum contraction 
operation. Since 

V(o, K, :\g)= V(o, K', :\g) for (3, (3'?- 27T/O, (3.10) 

where (3 and (3' are the upper momentum cutoffs for K 

and K', respectively, we may assume that the upper 
momentum cutoff K is smaller than 27T/O. Undoing the 
Wick ordering it is easy to check that on the cube Li 

V(o, K, :\gxA)?- - 0(1) ! Li!M! (/,)0 
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where M",u;.) is the maximum upper momentum cutoff of 
K. Hence, in the Wick construction, the exponent is 
completely removed when Li is below the minimum size, 
i.e., when ILiI <s(a/27T)2<M~~A)' From Proposition 
AI. 2 and Lemma A3. 1 in the Appendix, and from the 
method used in Ref. 2, Sec. 3.2, one may check that a 
lower bound of a v (the change of interation during the 
Wick construction) similar to that of Ref. 2 (3.2.5) holds 
for our case. Replacing <p. by <P6 •• in Ref. 2, we apply 
the Wick construction same as Ref. 2, Sec. 3.2. We 
perform the low-momentum contraction operation on 
the G" vertex according to the process given in the proof 
of Ref. 3, Theorem 2 (set GI=G", G2 =1). After com­
pleting the inductive expansion, we obtain 

(3.11) 

where J(G) is the elementary integration labeled by the 
Feynman Graph G. We note that I(G)'s can be obtained 
from those of Ref. 3 (and Ref. 2) by replacing 

J..L(kt l iJ. 6(k)-1 

(gxA)- (k) (gx r 6(k) 

f dk 
by in P, C, and W vertices, 

(3.12) 

where am: .• , is defined by replacing J..Lfil by K(k)iJ.'61 in 
the definition of am~. I(G} was written T(a) in Ref. 3, 
Lemma 5. 1. For our case we set GI = G" and G2 = 1 in 
Ref. 3. The estimate leading to Theorem 3.2 is com­
pleted by first using the method of combinatoric factors 
to bound the number of terms in the sum of Graph G and 
then bounding the size of each term. 

Step 2. The Combinatoric Estimates: We assert that 
the combinatoric bounds given in Ref. 2, Theorem 4. 1 
apply equally well to our case provided we include in 
addition a factor of 

K' NA s. for each (external) Gil leg. 

The above assertion follows from the argument used in 
the proof of Ref. 3, Lemma 4.1 on setting G1 = G" and 
G2 = I. 

Step 3. Localization Factors: Following the method 
used in Ref. 2, Sec. 5.2, we isolate the distance factors 
from [(G)'s. We first divide cubes in P, C, and W 
vertices such that the conditions in Ref. 2, Sec. 5.2, 
are satisfied, and we translate each P, C, and W vertex 
to the origin. Then one obtains 

I(G)=L; [(Gal, 
a 

[(Ga ) = f 10 w(k) n 
lIDO's I 

in P .C, aJX1 W Terti eM P.C.W vertic ... 

x exp(ik, . n,,,, 0) dk, 

where n,Ot0 is the vector displacement of the lth line be­
tween the center of the cubes it connected. For more 
details we refer to Ref. 2, Sec. 5.2. We first note that 
for any momentum cutoff KI and K2 

iJ. 6(k)-ZKI (k)K2(k) exp( - ik • no)! ~:J 6 = 0 for any n E Z3. 
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We use (3.13) and integration by parts to get 

J 1 w(k) n (A~)m, exp(ik , ' n ,,,,5) dk 
6 lin ... I 

= J 1 n (A~)m, w(k) exp(ik, . n ,,,,5) dk, 
v lines, 

(3. 13) 

(3.14) 

where A, is the Laplacian L~=o(a/ak:il)2. If we use 
Lemma 2. l(b) and Lemma 2. 3(b) on the range of in­
tegration, and if we use (3.14) and the method of Ref. 2, 
Sec. 5.2 and Sec. 6.2, then we may obtain 

II(G) I ~ n ) (Cl'1d,-m
) I(G). 

(conn.ctedt;I;~~.lw vertices (3.15) 

I(G)= J w(k)dk, 

where w majorizes w. Here w(k) is a product of the 
following factors: (i) the absolute value of the kernel of 
the G" vertix in w(k); (ii) a /.J.(k)-2 for each factor /.J.6(k)-2 
in P, C, and W vertices in w(k); (iii) I AIFo.t.(q) bounding 
each Cgxt.~(q) in P and C vertices in w(k); (iv) the bound 
in (A3. 2) in Appendix for I v(k) I from the W vertix in 
w(k); (v) the characteristic function on the support w(k) 
with respect to lines connected to P, C, and W vertices; 
(vi) any constants not absorbed in combinatoric factors. 
We note that /( G) is dependent on the lattice spacing 
parameter 5._The following step gives the uniform 
estimates of I(G). 

Step 4. Estimate o{i(G): We assert that II(G) I is 
bounded above by a product of factors given by those 
of Ref. 2, Sec. 5.3 and 

IIG"111.,." per G" graph, 

K" X-,/4 per Gil leg, 

where K" =KUK1"\ 'Y and Cl' are given in Ref. 3, Lemma 
5.1. The bound of (3. 19) follows from (3. 15), the as­
sertion and the method in the proof of Ref. 3, Theorem 
3. We now prove our assertion. We write 

Il(G) I ~ J n d 3k, n I G"«kp»Kp«k»p I n 
lines I C" P.C.w 

~~~p ~rtl~ 

(3.16) 

where the K(k) are momentum cutoffs that were intro­
duced into the G" graph during the low-momentum 
operation. 

We now use the method of decomposing big graphs to 
estimate l(G). We adapt the decomposing process of 
Refs. 2,3. l(G) is the union of the disjoint subgraphs 
that consist of 

(1) a single Gil graph, 

(2) a single W vertex, 

(3) a P vertex and the C vertices it generated. 

The estimates of the P, C, and W graphs are given in 
Propositions A. 1. 1-5 in the Appendix, which are the 
same as those of Ref. 2, Sec. 5. We note that the ex­
pression (3. 16) is of the form in the proof of Ref. 3, 
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Lemma 5. 1, for the case of G1 = G" and G2 = 1. Hence 
the proof of our assertion follows from a simple modi­
fication of that of Ref. 3, Lemma 5.1, and from 
Propositions AI. 1-5 [and also the method used in 
proving Proposition Al. 5(b)]. 

Proof Of Corollary 3.3: We first assert that there is a 
constant Ks(X, /.J.) independent of 5, K and g such that 

I<G exp[ - V(5, K, Xg) + /.J.cfJo •• (g)])dao I ~ 

NNIIGII 1 ",,,, exp[K~(g)]. 

Then Corollary 3.3 follOWS from our assertion and 
from the fact that /.J. cfJo ..(g) = /.J. ¢o(g) under the assumption 
in Corollary 3.3. 

The proof of our assertion follows from an easy 
modification of the proof of Theorem 3.2. That is, in 
the proof of Theorem 3.2 we replace V(5, K, Xg) by 
V(5, K, xg)- /.J.¢o,.(g) and follow each step. For complex 
/.J. we use the fact that I exp( - /.J. ¢o .• (g» I 
~ exp[ - (Re/.J. )¢o .• (g)]. We note that there is essentially 
no change in the combinatoric bounds. Let w be the 
kernel of cfJO.K(g) vertex. Then it follows that 

11/.J.'wI12 ~ 0(1) I A 11/4-'/2, € < 1/4. (3.17) 

We now use the method of decomposing big graphs into 
small graphs, (3.17) and the results in the Appendix. 
The proof then follows a straight modification of step 4 
in the proof of Theorem 3.2. Obviously the constant Ks 
in the corollary is uniformly bounded in /.J. on a compact 
subset of a::. • 

Proof of Theorem 3.4. We employ the method used 
in the proof of Ref. 3, Theorem 3. We assume that 
Kb;' Ka and that neither Ka nor Kb has a lower cutoff. Let 
Ka=Ko<K1"'<KM=Kb' LetK;(s)=sK;+1+(I-s)K j • lfwe 
follow the method used in the proof of Ref. 3, Theorem 
3, then we obtain 

I(G)aq(o.Kb.K) - (G)da(o.Ka.g) I 

~~ 1~1 ds (GexP[/.J.cfJo(g)]\:s V(O,K;(S),Xg )} 

xexp[- V(5, K;(S), Xg)]) I 
daD 

~~~ a'fr II ds I (Ga.; exp[/.J.cfJo<g)] 

exp[ - V(5, K j(S)' Xg)])da
o 
I, (3.18) 

where (d/ds) V(5, K,(S), Xg) is the sum of a finite P 
vertices, r is a finite index set, and each Graph Ga.; 
contains one G graph, one P vertex, at most 16 C ver­
tices and at most 12 /.J.¢6(g) vertices. We have used a 
single P step (C step) of the P-C expansion to obtain the 
first (second) inequality of (3.18). Following the process 
used in Ref. 3 and using Corollary 3.3, we bound 
(3.18) by 

sup K' log;\)IG a • jill.,."" (3. 19) 
ita 

where the constant K' depends on almost everything 
except the K's and 5, and A, is the maximum low 
cutoff of the P vertex in Ga. j' Since the topological 
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Graph G"" is the same as that of Ref. 3, the upper bound 
of the kernel norm IIG")11,,,o< may now be estimated by 
the method of Ref. 3. 

We divide P~C M' I G" ,il into two subgraphs P~,1 G and 
P :,2 R where P~,1 includes those pe vertices that con­
tract to G only and P';.,2 includes the rest (we suppress 
the JJ."s, a's, etc.). R is the graph containing the P, C, 
and JJ.¢ij(g) vertices. Following the process used in the 
proof of Ref. 3, Theorem 3, the problem is essentially 
reduced to the estimate of IIP!,~IIHoS.' We again use 
Propositions Al. 1-5, Remark A3, and also (3. 17) to 
handle the JJ.¢ij(g). Following the process used in the 
proof of Ref. 3, Theorem 3, to obtain the same upper 
bounds of IIP~,~ II Hos. as those of Ref. 3. In this way 
we bound (3.19) by 

supK/logA)IG",1111",o<~ 0(1)~~', E>O, 
I. a 

for sufficiently small y and (}' < y /2, where ~o is the 
upper momentum cutoff Ka' Since ~o- OOKa - 1, we have 
proven the theorem, The convergence is uniform in JJ. 
on a compact subset of C by Corollary 3.3 and by the 
uniform boundedness of I JJ./ 6Ir' We leave any omitted 
details of the proof to the readers. _ 

APPENDIX: ESTIMATES FOR SMALL GRAPHS 

1. The results 

In this Appendix we establish the basic estimates for 
small graphs and obtain upper bounds like those of 
Refs. 2 and 3. We keep the notation of the former. 
Throughout this section we assume that the upper mo­
mentum cutoffs are smaller than 20-1 for the reason 
stated in step 1 of the proof for Theorem 3.2. We first 
collect the main results in this section. We let 
M(l), ... ,M(4) denote the upper cutoffs in the legs of a P 

or C vortex, numbered so that M(l) ~M(2) ~M(3) ~M(4). 

Propositions Al. 1: Let w be the kernel of a ¢4p or C 
vertex in ~. 

(a) For suffiCiently small E;' ° and El ~ 1/4, 

~ 0(1) I A I E1 (logM(2»1/2. 
(b) 

II R Ls ' 0(1) I" 1-'<, ,< 1/16. 

Proposition Al. 2; The uncancelled mass-renormaliza­
tion diagram 

M(A,A/)=-P=C-

and the mass counterterm 

oM = oM(A, A')oa,a' 

(oa.a· =0 for A* A' and 1 for A = A') have Hilbert­
Schmidt norms that are 0(1)( IAI IA / I)1/410g M(2)1/2. 
Their sum with kernel w satisfies 
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for some E> 0. Here d is the scaled distance from A to 
A'. 

Proposition Al. 3: Let w be the kernel of a W vertex 
with each momentum leg restricted to an interval 
[M j , Mj+J. Let E < 1/4 and let v of (3.2) be sufficiently 
small. Then 

Ilwll ~ O( IAI") n b- 3 (1.
vl /2. 

legs 

Proposition Al. 4: The two-vertex diagram P= W for 
contraction between a P vertex in A and a W vertex in 
A I is bounded by 

0(1)( I~I IA/I)'~-' fl b-3 (1+v l /2 

Ie ... 

for small E> ° provided E and v are suffiCiently small. 

Proposition AI. 5; 

(a) Let u be the smallest upper cutoff of any of the 
three contraction lines. Then 

when I A I = I A I I = 1. 

(b) Let w be a ¢4 P vertex and let I A I = 1. Then 

-01. 

=$>~-L" 
We note that propositions AI. 1-4 and Proposition 

AI. 5 are the results corresponding, respectively, to 
Ref. 2 Propositions 5.3.3-6, and Ref. 3, Theorem 6. 
It will be clear that the other estimates of small graphs 
corresponding to those used in the proof of Ref. 3, 
Theorem 3, follow from the method used in proving 
Propositions AI. 1-5 and its slight modification. The 
method of proof for our results is essentially the same 
as that of Ref. 2, Secs. 6.1-6.3 (and Ref. 3, Appendix). 
We will skip any detailed discussions given in Ref. 2, 
and exhibit only the necessary modifications. 

2. Convolution estimates 

We start with convolution estimates for F 6 • a(k) as 
defined in (2.8). Since 11.I. 6(k(z» I ? 0(1)6-1 for 
k (I) c. l1T /0, 31T /20 J. it follows that 

l.I.(k) ~ O(1)l.I.ij(k) and F 6 ,a(k) ~ O(I)F a(k) (A2.1) 

for I k(l) I ~ 31T/20, by Lemma 2.1 (b). Since 2 - 2 cos(y) 
~ 2y2 for all y c. R, we have 

(A2.2) 

for all k-=.R3. From now on, we assume I 1?(IJ I ~41T/O, 
l=0,1,2. 

Lemma A2.1: 

(a) Fory+~>I, v=min{y,~,y+x-l}, v=max(y,x), 
E> 0, 
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(b) Let ;\. ~ 0; then part (a) still holds, if we replace 
Fo,l:>.~ by F I:>.~' 

Corollary A2. 2: 

(a) For 0-">1',.1, 0-">;\.,.1,1'+;\.>1, 
v == min(y, :>C, I' +:>c - I), 

IAI -"> IA'I, 

IAlrIA'11-rFo.l:>.r.Fo.I:>.'~-"> 0(1) Fo.I:>.'" if 1'< I, 

IAIFo.l:>.r*Fo.I:>.'~ -"> O(I)Fo.I:>.'~ if;\.< 1<1', 

IAI" IA'11-" F6.l:>.r*F6.1:>.'~-"> 0(1) Fo.I:>.'" if I<:>c, 1<1'. 

(b) LetO<E<I/2, 0~O!i<I/4, 0!=0!1+0!2' 
IAI ~ IA'I ~ IA" I ~1. Then 

I F 6.I:>.(k+p)F6.1:>.,,(p)"Fo.I:>.' (k'-p)dp 

is bounded by 0(1) times any of the following: 

IAI-3 / 4-E /2 IA'I-1/4+</2 

Fo.I:>.,(k + k)<1>d/2 F 6 .1:>." (k)"1 F o.I:>.,,(k')"2, 

IAI-3 / 4-E/2 IA'I-Sl4Fo(k+ k,)(l+,) 12 Fo. 1:>." (k)"1 F o.I:>..(k')"2, 

where F 6=Fo.1:>. for IAI =1. 

Lemma A2. 3: (Ref. 2, Proposition 6.1. 5 and 
Corollary 6.1. 6). If we replace every Fo,l:>. by F 1:>.' then 
Lemma A 2.1 and Corollary A2. 2 still hold. 

Proof of Corollary A2. 2: 

(a) This follows by a direct application of Lemma 
A2.1 (a). 

(b) This follows from Lemma A2. 1 (a) and from the 
Schwartz inequality. • 

Proof of Lemma A2. 1: Since part (b) follows from 
part (a) and (A2. 2), we only need to show part (a). We 
note that 

I F (k - k,)r F (k')~ dk' 
46 0,1:>. 6,1:>. 

~(4)3J. F (k-k,)rF (k')~dk' 6 0,6. 6,t!.. 

F (k 2mr k')' ')~' 6,1:>. , ± -0- - F 6 ,1:>.(k dk, 

(A2.3) 

since, by the periodic property of the cosine function, 

Fo,l:>.(k) = F 6,1:>.(k ± 2mr/0), n<:: JN3. (A2.4) 

Consequently, it is sufficient to prove the lemma for 
I k (I) I ~ 1T /0 and I k' 0>1 ~ 1T /0. For Simplicity we write 
that, for k<::R and Ikl ~1T/0, 

Io.l:>.(k) = fo Fo.l:>.(k - k')' Fo.l:>.(k')~dk'. 

We split the region of integration into 

I: 0 ~k' -">1T/0, II: -1T/0 -,,>k' -">0. 
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In region I: If -1T/20 -">k ~1T/0, Ik - k' I -"> 31T/20. We use 
(A2.1), (A2. 2) and Lemma A2. 3 to obtain 

II6.I:>.(k) I -">0(1)[ F I:>.(k - k')' F I:>.(k') dk 

~0(1)IAI1/3 {FI:>.(k)" 
F I:>.(k)"-E 

~0(1) I A 11/3 {F6.I:>.(k)V if [j,. I 
F 6.I:>.(k)V-' if V= 1. 

If - 1T /0 -"> k -"> - 1T /20, we subdivide region I into 11 

(A2.5) 

={k'IO ~k' ~1T/20} and I2 ={k' 11T/20 ~k' -">1T/0}. In region 
11 we have I k - k' I -"> 31T /20 and hence the bound in (A2. 6) 
still holds. In region 12 we also have 

1,/6 F (k - k')' F (k')~dk" • 126 0.1:>. 6.1:>. 

= [-r 126 F (k _ kIf), F (k")' dk" 
--./0 6,1:>. 0.1:>. 

by (A2. 4). Since I k" - k I -">1T/0, the argument used in 
(A2.6) gives the bound in (A2. 5). 

In Region II: The argument used in region I gives the 
bound in (A2. 4). Collecting the above results we have 
proved the lemma. • 

3. Estimates for small graphs 

In this section we prove Proposition AI. I and 
Propositions AI. 3-5 by using the results in Sec. 2, Sec. 
A2, and Ref. 2, Propositions 6.1. 1-4. We will show 
the mass-renormalization cancellation (Proposition 
AI. 2) in the following section. We adopt the main pro­
cess and the results given in Ref. 2, Secs. 6.2.. 6. 3. 
and Ref. 3, Appendix. Roughly speaking, if we use 
Lemma A2. I and Corollary A2. 2 in the places where 
Lemma A2. 3 has been used in Ref. 2, then the method 
used in Ref. 2, Secs. 6.2, 6. 3 gives us Proposition 
AI. I, Propositions AI. 3,4, and Proposition AI. 5 (b). 
To show the remainders we need to split the region of 
integration into several parts and use Lemma A2. 3 in 
each region. We note that the kernel of an individual 
vertex has the form (from Step 3 in the proof of Theorem 
3.2) 

(A3. I) 

on the range of integration, where Vo denotes the various 
momentum cutoffs and localization factors. We keep in 
mind that the ranges of integration are restricted to 
l-1T /0, 1T /0 pl. We first show Proposition AI. 3. 

Proof of Proposition AI. 3: The proof is similar to 
that of Ref. 2, Sec. 6.2. Replacing F I:>. by Fo.1:>. in Ref. 2 
(6.2.16), it is easy to check that 

IVo(k)1 -''>If,0(IAI (l/4»(ltI 1
/

3
) 

Jl 

(iPI; J..tj) t d;\'I'" f x d:>C"Fo, x' (A3.2) 

where Fo,~ is defined through replacing F I:>. by Fo.1:>. in 
Ref. 2 (6.2.15). For the details we cite Ref. 2, Sec. 
6.2. The bound corresponding to the last expression in 
Ref. 2, p. 370, follows from (A2. I), (A2.2). Hence, by 
the same reasoning as that in Ref. 2, p. 371, the fol­
lowing estimate is sufficient to prove Proposition AI. 3: 
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F o.A(~ + p)2 

0i<:oJiU 12 Il~ 

We now show (A3. 3) and complete the proof. 

(A3.3) 

For IJ" I + 1121 == 1, by using the lower cutoff 1.:11-1/ 2 

on the 12 leg and also Corollary A2. 2 (a), we have that 

(A3.4) 

If IJr I + 1121 == 2, Corollary A2. 2 and the method above 
yield O( 1.:11-1 /2-0). If IJ~' 1+ 1121 == 3, then Proposition 
6. 1.4 of Ref. 2 yields 

,,; 0(1) logM,,(.:1) s~p ~6 dP F6,,1(~ +P)2 

..;; 0(1) 1.:11-1
-'. 

Here we have used Lemma A2. 1 and the fact that 
M,,(.:1)"; 0(1) (logl.:1I-1). By the method above (also 
Ref. 2, p. 371]), one may also prove (A 3.3) for 
IJ~' I + 1121 = 4. This completes the proof. -

Proof of Proposition AI. 1: We again follow the method 
in Ref. 2, Sec. 6.3. We only need to check the final 
estimates, which differ from our results (i. e., esti­
mates for F o,,1 instead of F,1). 

~f, 
(a) We set A == ~ W~ use Lemma A2. 1 (a) 

and (b), and the method in Ref. 2, p. 372, to bound 
IIMAII by 

0(1) (log;M(2)) 1.:1121 F O(kl ~3~~~~-:Y dk1 dk5 
6 1l11l5 

This proves the proposition. "~~ IJ 

(b) Let v be the kernel corresponding to II 2J\. tJ 
,\ + v < 1/8. By using Corollary A2. 2 (b) and by following 
the method in Ref. 2, p. 342, we bound Iv(k1, k5) I by 

where K1 == kl + k2' K2 == k3 + k4. We again use Lemma 
A2. 1 (a) and (b), and the method of Ref. 2, p. 373, to 
bound IIvll; by O( 1.:11). By obtaining ,\ -, from J.L -~ or Il- v 

from the kernel of the diagram in Proposition (b), we 
have proved our proposition. _ 

Proof of Proposition AI. 4: The follows by the argu­
ment used in the proof of Ref. 2, Proposition 5. 3. 6, and 
by the method in the proof of Proposition AI. 3 (for 
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1.:1' I ,,; 1.:11). We do not exhibit the detailed proof, and 
refer instead to Ref. 2. -

Proof of Proposition AI. 5. (a): Let w(k1, k5) be the 
kernel by the corresponding diagram. We note that by 
Lemma 2. 1 (b) 

w(k1, k5) ..;; 0(1) f dk2 dk3 dk4 
6 

F 6(k1 + k2 + k4 )F6(- k2 - k3 - k4 - k5) (A3.5) 
Il/-Y IlsI-Y(1l21l31l4) 2-2y . 

We assume that k~O) has the upper momentum cutoff u. 
If we use k2' k3 and P = k2 + k3 + k4 as integration 
variables, then 

x 1l(P - k2t1+ 4Y X F 6( - P + ks) F o(P + k1). (A3.6) 

We split the P integration into the regions 

I n ={(p co >,p Cl),p!2»1 Ip(I)-2mr//i1 ,,;rr//i, l=0,1,2}. 

(A3,7) 

In the region 10' n=(O,O,O):lfboth Ik1
C1>1 ,,;rr/2/i and 

I ks (/ ) 1 ,,; rr /2/i for all 1 = 0, 1, 2, then I p (I) - kl ( /) I .; 3rr /2/i 
and Ipa)1 ..;;3rr/2/i for all 1=0, 1,2. Then the proposition 
follows from (A2. 2) and the method used in Ref. 3, Ap­
pendix. Otherwise, there exists an i(= 1,5) and an 
l(=0,1,2) such that Ik/1>I;'rr/2/i, for example, i=1 
and 1 = 0. We multiply (U-11l2 (0)t 8Y in the integrand of 
(A3. 6) and integrate with respect to k2 to obtain 

IW(k1ks) ';0(1)u8Y 1, dp Fo(k1 + p)F6(- P - k5)· (1l1IlS)-1+Y 
10 

';0(1)u 8YF
6
(k

l 
+ks)1-'(J.L1J.L S)-l+y if y< 1/4, 

where we have used Lemma A2. 1. Hence 

Ilw 112 .; O( 1)u8Y(/i t1 /8-2y 

";0(1)u6Y ify<1/4. 

Here we have used the fact that u ,,;0(1)/i-1. 

In region In' n * (0,0,0): There exists l(= 0,1 or 2) 
such that n(1l * 0, for example, l = 1. We split the k2 (ll 

integration into two parts: 

A: Ik2(I>I";;rr/2/i, B: Ik2(/)I;.rr/2/i. 

In region A: Then IP(I) - k~r> I;. rr/2/i. We multiply 
(/iJ.L 2 )-2Y(/iU(p - k2 (/»)1-4y [~0(1) on the support of the 
integrand] and integrate to obtain 

Iw(k1, ks) I,,; 0(1) /iI-6y f 112 -2 dk2 Fo(k1 + kS)lo'(1l1Ilst1+Y 

..;; 0(1)/i1 0 6Y(rr//i)2/3 ul/3 F
6
(k1 + kS)1-'(1l1Ilst1+Y 

..;;0(1)u6YF o(kl 
+ k

S
)1-'(1l1Il

S
)-1+Y if y < 1/6 

Here we have used Lemma A2. 1. The propOSition 
follows from the above result. 

In region B: Since IP(l) I ~ rr/2/i, the method used in 
the region A gives the corresponding assertion. Sum­
marizing these results, we have proved the proposition. 

(b) This follows as a corollary of Proposition A1. 1 (a). 

-
Remark A3: We have used estimates on one- or two-
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vertex graphs in the proof of Theorem 3.4. These are 
essentially propositions AI. 1-5 and simple modifica­
tions of those results. 

We conclude this section with the following result: 

Lemma A3.1: The changes, 6E2(~) and 611'3' of the 
second- and third-order vacuum counterterms arising 
in the Wick construction in 6 V are bounded by 
O( I ~ II-rM(I) 10gM(2)) -'" O( 1). 

Proof: This follows by the method in the proof of Ref. 
1, PropOSition 6.3.1 and Lemma A 2.1, and its 
corollary. -

4. Mass renormalization cancellations 

Finally, we consider the cancellation between the un­
cancelled mass renormalization diagram and the mass 
counterterm. The kernels of their sum e + 1/2~1I\., 

has the form 

W t..t.' (kv k5) = const(J.L~(kl)J.L ~(k5))-I~ a{3YT dk2 dk3 dk4 

- z= I (ll QJ3nYn"Tndk2dk3dk4) neN3 IP I"./~ 
n°i;;O,±l 

==ZDA,l::J.' +wo.,6." 

where 

a = (:$ Ks) (kl , k2' k3' k4) Ks(k2, k3' k4' k5 ). 

{3 = i3n = (gxt.)ij(P + k1)(gxt.' h (- P - k5), 

(A4.1) 

(A4.2) 

_ 1 d (2n7r 2nrr 2n7r) 2 
Qn= 2" dS Ks P 2+ 36' P 3 + 36' P 4 + 36 K1(k1)x1(k5), 

rn= 82 J.L6~i + ~~rr} Tn= ;02 X(*(Pi + ~~rr)). 
Here X (k) is the characteristic function of [- 1. 1)3, P 

=k2+k3+k4' Pj=ki-tP. For ~*~', we note that wt..t." 
= 0 by the fact that g2Xt.Xt., = O. 

To compare;;; t.,t.' with W t.,t.' we rewrite tv t..t." We 
split the P integration into the regions In defined in 
(A3.7). We translate the center of In to the origin by 
redefining k j by kj-2nr/36 and use the fact that 
(gxt.)~(k) = (gxt.)~(k ± 2nrr /6) to obtain 

W t..t.' (kl , k5) = nk,v3 Ii.; ~n.)t.' 
nll):-o •• 1 

(A4.3) 

where un' .... Tn are defined through replacing k i by 
k

j
+ 2nrr/36 in the definitions of a, ... , T. We also define 

w~n.\t. in a similar manner. We rewrite (A4.1) as 

(A4.4) 

We now complete the proof by estimating each 
~In) -In) 

Wt..t.' +Wt..t." 
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Proof of Proposition AI. 2: We consider the first part 
of the propOSition. We use Lemma 2.1 (b) and Lemma 
2.3 (b) to estimate 

Iw~n.)t.,(kvk5)1 -"'0(1~11~'I)(J.L1J.L5t1. 
4 

xI lanll1 J.L(h;+2nrr/36) 

F ~.t.(P + "1) F 6,t.' (- P - h5) dh5 dh3 dk4 • 

We assume that the upper cutoff iV1(2) for k2 is the 
smallest upper cutoff among h2' /<3' k4 • We then have 
Ref. 2. (6.3.1). 

I dk2 dk3 [J.L; J.L; J.L (P - k2 - k3)2]-1 -'" 0 (10gM(2)). 

(A4.5) 

We let k2 + 2nrr /36, k3 + 2rrn/36 , and P be independent 
variables and use (A4. 5) and Corollary A2. 2 (b) (y = 3/4) 
to obtain 

(A4.6) 

Here we have assumed that I Ll.1 -'" I Ll.'I. The first part 
of the proposition for w~n.)t.' follows from (A4. 6) and 
Lemma A2. l(a). A method similar to that used above 
gives us the bound for w i7~'. This proves the first part 
of PropOSition AI. 2. 

We now prove the renormalization cancellation. Since 
we use only the comparison function F~.t., the distance 
factor don can be obtained by Lemma 2. 3(b) and the 
method used in step 3 of the proof for Theorem 3.2. If 
Ik i (1)1 3rr/26 for some i (=1, or 5) and l, then one may 
obtain the convergence factor i\-E < 0(1)6' from the k/ J

) 

integration by using the bound in (A4. 6) for I Ui~n,)t., I 
and I w ~~~, I, respectively. Hence we only need to con­
sider the following region: 

Ik I
Il

) I -"'rr/26, Ik51111 -"'rr/26 and all/. (A4.7) 

On the support of the integration we estimate 

lUi ~n.)t., + tv ~n,)t.,1 -'" 0(1) (J.L IJ.L 5t
I J pill I '" / 6 I (anY n T n - anYn T n) 

(A4.8) 

We expand 

Qn{3nY n Tn - aJnY nr n = T nr n( anY n - an13n)/3 

(A4.9) 

We consider the first term in (A4. 9). Lemma 2. 3(c) 
yields 

IYn-Ynl ~ 0(1)J.L(P)3E{[J.L (hz + ~~rrr2H + fl(P2 + 23~rrr2H] 

x J.L (k3 + ~~rr r J.L (k4 + ~~rrr + ... } (A4.10) 

on the support of the integrand. By the method used in 
Ref. 2, p. 374, we also have 

I Q
n 

- an I ~ O( 1) Ill.' I-E /2F t.(P)'X· E/2 J'V1(2)-' /2. (A4. 11) 
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We again assume that I ~ I .; I ~". We write 

T'-7'n( anY" - anYn) (3 = T'-7'n( an - an)Yn{3 + TnTn(Yn - Yn) an{3. 

(A4.l2) 

We estimate the first term in (A4. 12). If we use (A4. 11), 
Lemma 2.1(b), Lemma 2. 3 (b), (A2.2), and (A4. 7), we 
bound the kernel corresponding to the first term of 
(A4.12) by 

0(1)( I Lli I A' I A-' /2 M(2t' /4(1l11l5tl 

X r dPdPI dp21Tn I 
} IP(!) 1",./6 

x F a(k1 + P)Fa'(P)-' , Ll'I-' ISF a,(- P- ks) 
n;=21l(P j + 2nn/30)2 

(A4.l3) 

We first use (A4. 5) for integrations with respect to 
P 2 + 2nn/30 and P 3 + 2nn/30, and we next use Lemma 
A2. 3 for the P integration to bound the above expres­
sion by 

O( I All /4-e' /3) A-e' /2 

XF(kl +kS)(t+e)/2 F(k 5t" (1l11l5tl. A4.l4) 

The L2 norm of (A4.13) is dominated by O(ll(IAIIA'I)' 
x i\ -, for some ~ > O. This proves the proposition for the 
first term in (A4. 12). Using (A4.10), the second term 
in (A4. 12) yields a similar bound. 

We next consider the second term in (A4. 9). For 
convenience we denote k j + 2mr/30 by k j for i = 2,3,4. 
We note that P!s are not changed. The kernel corre­
sponding to the' second term in (A4.9) is bounded by 

0(1)(ILlIIA'I)(J.LIIl 5r t J: (I) (I) laf-lyTI 
I P -2n ./61 ... /0 I-' 

X(I- Tn)Fa ~_ 2;n +kt) Fa' (_k_p+
2;7T) 

xdk2dk 3 dk4• (A4.15) 

We split the region of P integration into two parts: 

I: I p(ll_ 2nn/ol.; (7T/W/2; 

II: Ip(ll_ 2nn/ol?- (n/o)1/2; 

In region I, on the support of the integrations, 

n(o-I- 6-(12).; Ik~I)I';1T6-1 

for some i and l, for example, i = 3 and 1 = O. Also, 

(A4.16) 

We use kb k 3, and P as the variables of integration and 
use (A4.16) and Lemma A2. 3 to bound (A4.15) by 
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0(1)( I A I I~' 111401 /G-e(lltIl5rt I A' [3 /4F a' (kl +k5)314-" 

for any ~ > 0 and e' > O. Hence the L 2-norm for the kernel 
corresponding to the second term in (A4. 9) yields the 
desired bound. 

In region II, we multiply [5F(p - 2nn/o)]-'(?- 0(1» to 
the integrand of (A4. 14) and apply the method used in 
bounding the L2 norm of (A4. 14). We then dominate the 
L2 norm of (A4.15) by O(l)(IAI IA'j)'A-e

• 

Collecting these results yields the proposition in the 
case of I Lli .; I L1' I. Since our estimates are symmetric, 
this proves the proposition. _ 

ACKNOWLEDGMENT 

In would like to thank Dr. Joel Feldman for finding 
errors in the original manuscript and suggesting the 
modifications. 

Correction to the manuscript: The ultraviolet cutoff 
function K(k) should be replaced by K(k 6), where k6 {i) 
=20-l sin(5k(l)/2), i=0,1,2. It then follows that for 
Ik(l)j.;n/o, we have: 

(a) ik W /kJoi d ';O(l). 

(b) Let u and I be the upper and lower momentum cut­
offs of K(k) and let u6 and lo be the corresponding mo­
mentum cutoffs of K(ko). Then there exists a positive 
constant c (1 .; c .; 2) such that u .; Uo .; cu and cl ~ cl6 ?- 1 
uniformly in 1>. 

(c) (Dm X)(k = ± n/1» = 0 for odd m. 

Then the relation (3.14) follows by (c). It is also easy 
to check that the replacement causes no harm as a con­
sequence of (b). 
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Linked cluster expansions in the density fluctuation formulation 
of the many-body problem* 

c. E. Campbell 
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A perturbation theory is developed for the logarithm of the normalization integral (or partition 
function) of an N-body system which is either a Bose liquid in its ground state or a classical fluid 
in the canonical ensemble. The perturbation in the former is an n-body factor in the ground state 
wave function and in the latter is an n-body potential. The normalization function serves as a 
generating function for the cumulants (or static correlation functions) of the density fluctuation 
operator Pk' The expansions of the perturbed partition function and correlation functions are 
shown to be linked cluster expansions involving the correlation functions in the unperturbed system; 
each term in these expansions is manifestly of the porper order in N. Several approximations 
involving truncations of the cumulants and/or resummation of part of the terms in the linked cluster 
expansions are discussed. 

I. INTRODUCTION 

The analogy between the Boltzmann factor for a 
classical fluid and the square of the ground state wave­
function for a quantum mechanical system of bosons 
has been exploited extensively to obtain approximations 
for n-body distribution functions for the quantum sys­
tem. 1

-
6 For example, the ground state properties of 

liquid He\ most notably the binding energy and the 
liquid structure factor, can be obtained approximately 
from a trial Jastrow function 

1 N 

<fJJ = exp '2 ~ u2(r jj ) (1) 

where u2 is a real function chosen to minimize the ex­
pectation value of the Hamiltonian of N He4 atoms. 4-7 

For a given u2 ( r) it is only necessary to know the radial 
distribution function g(r) to obtain the energy E and 
liquid structure function S(k) 8: 

EJ=(<fJJ IHI'Ji)/(<fJJ I<fJ J ) 

= ~Np f drgJ(r)(V(r)- 4~ yr2U2(r)), 

SJ(k) =N"1(<fJ JI PtP- t I <fJJ) /(<fJJ I <fJJ) = 1 + P J dr(gJ(r) - 1) 

Xexp(ik'r) 

where V( r) is the potential energy between two helium 
atoms. P is the number denSity (p=N/n where n is the 
VOlume), m is the mass of the helium atom, and Pk is 
the density fluctuation function 

N 

Pk = L exp(ik· r i )· 
i ::;1 

The radial distribution function is defined in terms of 
u2 by 

N(N-1) fdr3"'drN<fJ~(r1"'rN) 
p2 r dr1 ... dr

N 
<f.;(r

1 
... r

N
) 

(2) 

(3) 

(The subscript J is attached to the energy, liquid 
structure function, and radial distribution function in 
order to emphasize that these are obtained from a trial 
Jastrow function. ) 

1076 Journal of Mathematical Physics, Vol. 16, No.5, May 1975 

The evaluation of Eq. (3) is equivalent to the deter­
mination of the radial distribution function of a classical 
fluid in the canonical ensemble at temperature T in­
teracting via the two body potential cfJ2( r) defined by 1-3 

- cfJ2(r)/kB T =u2(r). (4) 

Then it is possible to use the various approximations 
developed in the theory of classical fluids (BBGKY­
KSA, PY, HNC) to replace Eq. (3) by an approximate 
relation between gJ(r) and u2(r). Generally, these ap­
proximations relate the classical radial distribution 
function gcl(r) to the two-body potential cfJ2(r) through 
some functional equation of the form 

gCI(r) =F[cfJ2/kB T , gel; r] 

which is then solved for gel' 8 Then the analogous ap­
proximation for Jastrow functions is 

While Jastrow functions give reasonably good ac­
count of some of the properties of liquid He4

, recent 
interest has been focused upon enlarging the class of 
trial functions to obtain improved agreement with ex­
periment. 9-11 This is accomplished by defining an ex­
tended Jastrow function as 

<fJ(r1'''rN)=exp~ x(r1 ·" r N) 

where X is a real function given by 

u (r .... r. ) 
n '1 'n 

(5a) 

(5b) 

where un is symmetric under interchange of its argu­
ments. Indeed, the exact ground state wavefunction of a 
system of bosons can be chosen in the form of Eq. (5). 
For this equation to be unique, the un functions must be 
short-ranged under separation of subsets of the n parti­
cles. 10 This cluster property is shared by an n-body 
potential energy cfJ n(r1 '" rn)' Thus the analogy of the 
square of the wavefunction <fJ with the Boltzmann factor 
for a classical system of particles interacting with 
many-body potentials is retained through the generaliza­
tion of Eq. (4): 
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- ¢n(rl '" rn)/kBT=un(rl ... rn)' 

Consequently, an approximation which relates the dis­
tribution functions to the logarithm of the N - body dis­
tribution function will be useful for both the classical 
and the qlUJ,ntum fluid. 

In this paper we develop a perturbation theory for the 
distribution functions defined in terms of the N-body 
probability density under the assumption that some 
zeroth order problem has been solved; 1. e., the zeroth 
order problem is given by the N - body probability 

W~)(rl"'rN)=[expXO(rl"'rN)]jQA?) 

where 

Q;?) = f expxo(rl ••• r N) drl ... drN· 

(6) 

(7) 

We assume that the necessary n-body distribution func­
tions g~O) are known. For a general N-body probability 
W N the distribution functions are defined by 

gn(rl"'rn)= (~!n)! p~nf WNdr,..l ... drN· 

Then supposing that In W N is given by 

( 8) 

X(rl '" r N) -lnQN=XO(rl '" r N) -lnQ~+Xl(rl ... r N), 

we wish to find an expression for Q N in terms of g~O) 
and Xl' 

(9) 

The problem is formulated in Sec. II in terms of den­
sity fluctuation functions Pt. where it is shown that the 
perturbation Xl has a simple series expansion in terms 
of these functions. It is convenient to replace the dis­
tribution functions gn by the cumulants Up(kl ... k p) of the 
Pt. which are defined in Sec. II following Wu's develop­
ment. 13 In Sec. III it is shown that the partition function 
for the perturbed classical system is a generating func­
tion for the cumulants Up, and that there are linked 
cluster expansions for the perturbed partition function 
and cumulant functions in terms of the unperturbed 
cumulants U~O). The main result of this paper is Eq. 
(39) of this section. A reasonably simple diagrammatic 
notation is developed to express these results. Finally. 
in Sec. IV we discuss several approximations which in­
volve truncations and resummations of these linked 
cluster series, and review the previous usage of some of 
these approximations. New applications of these results 
to specific physical models will be given elsewhere. 14 

II. DENSITY FLUCTUATION FORMULATION 

In this paper, attention is restricted to functions 
Xl(rl ... r N) which are Fourier transformable. As in Eq. 
(5b). Xl is decomposed into a sum of n-body short­
ranged functions, n '" N: 

N 1 
X (r ... r )= 6 - 6 u(l)(r .... 
lIN n=l n! i .'. i n I} 

1 n 

(10) 

ist it 

The Fourier transforms of un are defined by 

u~l)(rl'" rn)=N(l-n) 6 
kl ·•• kn 

k{;t 0 

(h exp(ik i .ri ») Cn(kl .. ·kn)· 

(11) 
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The restriction to nonzero k values in the sum in (11) is 
required by the cluster condition. The terms with one 
or more k equal to zero are included in U~l) with m < n. 
With this definition, Eq. (10) becomes 

where P (n) is the symmetrized plane wave 10: 

N 
p(n)(kl ... kn

) = [) 
iI'" in 

ist it 

n 
n exp(ikp ' r, ). 
pd P 

(12) 

(13) 

The usefulness of this expansion of Xl in plane waves 
lies in the connection of these plane waves to products 
of density fluctuation functions Pt [defined in Eq. (2)] 
which have simple cluster properties. Thus we note that 

p =p(l)(k) 
tIl' 

Ptl~ =p(2)(kl'~) + p(l)(kl +~), 

PtlPL;.P~ = p(3)(kl , k2 • k3) + p(2)(k1 +~, k3) 

etc., and 

n n 

+ p (2)(kl + k3' Is) + p (2)(Is + ks, kl ) 

+p(1)(kl +~+k3)' 

(14) 

(15) 

(16) 

nPt.=6Pr/) (alldistinctpartitionsofthek's). (17) 
;=1 ; l=1 

The inverse expression gives p (n) (kl' ... ,kn) as an nth 
order polynomial in Pt (see Appendix A), which can be 
used in (12) to obtain 

N n 

Xl(r1"'rn)=6 6' 
n"l (tl'" t n ) 

y (k ···k ) n P 
. n 1 n i=1 t; 

(18) 

t"o 

where the functions Y n are linear combinations of 
C n(k1 ... k n). The prime on the second summation re­
stricts the sum to distinct sets (k1 ... kn). The procedure 
for generating the Yn's from a given Xl is described in 
Appendix A. 

With this expression for Xl' the normalization integral 
(partition function) for W N is [using Eq. (9)] 

QN= f expx(rl "· rN)drl '" drN=Qr:J) J .JXl], (19) 

where 

v (k ... k ) IT P )\ 
-n 1 n i =l ti /0 (20) 

where < ... )0 means the average taken with respect to the 
normalized N-body probability W~)(r1 ,,, r N)' defined 
in Eq. (6), 

To evaluate J N in terms of the Yn' it is convenient to 
introduce the cumulants of the Pt functions. The average 
value of a product of n pt's is defined as 

In(kl"'kn)=(bl Pk,)= f i~l Pt, W,y(rl '" rN)drl '" drN 
(21) 
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where 

(22) 

A subscript or superscript "0" will be afixed to indicate 
averaging with respect to W /0). Then the nth cumulant 
U n(k1 ... k n) is defined by the first n equations of the 
following sequence 13: 

II (kl ) = U l(kl ) 

I2(kl> k2) =:: U1(k1)U1(k2) + U2(kl'~) 

I3(kl'~' k3) = U 1(kl)Ul(k2)Ul(k3) + Ul(kl)U2(~' k3) 

+ Ul(~)U2(klk3) + Ul(k3)U2(kl~) 

+ U3(kl~3)o 

In(kl ..• kn) = ~ L: 
O:S;nl"'~nn {Pl,l·'·Pn.n~} 

Bni=n 
(23) 

where { } means the sum over all permutations of 
(1··· n) which produce a distinct term in the sum when 
k j are treated as independent variables. Wu 13 has shown 
that if the cumulants fn( r 1 ... r n) of the n-body distribu­
tion functions gn(r l ••• rn) satisfy the cluster condition, 
then the Un are of order N. This result allows us to ex­
pliCitly keep track of the order of magnitude in N of the 
expressions of interest. It was also shown in Ref. 13 
that the Fourier transforms of gn are linear combina­
tions of the Im(k1 ••• km) with m ~n; thus gn can be ex­
pressed in terms of U m with m ~ n. With that in mind, 
approximations for U m are developed in Sec. IV, which 
in turn amount to approximations for gn' Some of these 
approximations take the form of integral equations for 
the U n(k1 ... k n) in terms of U ~o )(hl ... hp) and Y.(11 ···1,). 

From a physical point of view these cumulants Un are 
probably better described as static correlation functions. 
For example, in a uniform liquid, U 2(k, - k) is essential­
ly the liquid structure function S(k) measured by x-ray 
scattering and integrated neutron scattering: 

U2 (k, -k)=NS(k). 

Both U2 and U4 are related to the dynamic correlation 
function which is detected in second-order Raman 
scattering: 

j(w,t)=L: t(k)t(1)S4(k,-k-e, 1, -l+e, w), 
<.1 

where 

J dwS 4(k, -k-E, 1, -l+e, w) 

=(Ok.l+<'\._I •• )U2(k, -k)U2(k+t, -k-e) 

+U4(k, -k-e, 1, -l+e) 

where j(w, e) is the light intensity measured at frequency 
shift wand momentum shift e, and t(k) is related to the 
coupling between the light and the liquid. 12 

III. LINKED CLUSTER THEOREMS 

The functional J N[Xl] is a generator for the functions 
I n' The simplest expression for In in terms of J NlxJ is 
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(24) 

A more useful result, however, is that J N[Xl] is a gen­
erating function for the cumulants Un' To show this, it 
is convenient to introduce a new notation for the cumu­
lant expansion; Eq. (23) becomes 

(25) 

where the notation 

[n U (-){k ... k}] 
i=l n i 1 " 

refers to the sum of all functionally distinct terms ob­
tained by distributing the vectors k j in the arguments of 
Un. [denoted by (-)]. This can be rewritten as 

J 

n-I 
U n(k1 ... kn) = In(k1 ... kn) - L: [Un_p(kl , - )Ip( -)]{~ ... kn}. 

P=l 

(26) 
(The choice of kl in U n-p is arbitrary. ) Another equation 
for Un is obtained by differentiating (26) with respect 
Yl(k). Then the right-hand side involves al/aYI' which 
can be obtained by differentiating (21), using (22), (18), 
and (19): 

a 
a-(k) I p(h1 ... hp) =1 P+l(hl ... hp, k) - UI(k)I p(h1 ... hp) YI 

(27) 
where the second term comes from the derivative of 
the denominator in (22). The expression obtained by 
using (27) for aIp/ah in the derivative of (26) can be 
simplified by using (26) for 1",1 to obtain 

a 
aY

l 
(kn+l) U n(k1 ... kn) = U n.1 (kl ... kn.J 

+ ~ [I p(-) (Un-p.I(k1 , k n •1 , -) - aYI~kn.J Un_p(k1 , -~J 
x {k2 ... k n

}. (28) 

It is readily verified by induction that Eq. (28) gives 

a 
a, (k ) Un(kl· .. kn)=U".I(k l .. ·kn,kn•1 ) 

). 1 "+1 

(29) 

from which it follows by using (24) and (25) for n = 1 and 
then using (29) n - 1 times that lnJ N is a generating func­
tion for Un: 

(VI aYI~kj)) lnJ N =:: U n(k1 ... k n)· (30) 

The first of a set of linked cluster theorems may be 
obtained immediately from this result. We set 

( 31) 

so that J N is a function of only Y I (k). Equation (30) is a 
set of differential equations for J N' with the boundary 
condition 

lnJ N=Y O if Yl(k)=O, all k. 

The most straightforward way of solving (30) is to note 
that it gives all of the coefficients of a Taylor series in 
Y1 for lnJ N when YI(k) is set equal to zero. That is, 
ignoring questions of convergence, 
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lnJN=Yo+j; ;! k}~kp (b1 Yl(k j ») U~O)(kl"'kp) 
(32) 

where U~O) is defined by (21) and (23), with Wj"O) in (21). 

The sense in which (32) is a linked cluster series will 
be clear when the generalization of (32) [lifting the 
restriction (31)] is exhibited below. It is easy to see 
that (32) shares an important property with linked cluster 
expansions, which is that corrections to the thermody­
namic potentials are manifestly extensive. For example, 
lnJ N is the correction to the thermodynamic potential 
for a classical system (when J N is the partition function) 
due to the addition of an external single body potential 
(h(r) with Fourier transform - kBTy1(k). To see that 
InJ N= O(N) consider a uniform zeroth order system; 
then U~O) vanishes unless its momenta sum to zero, in 
which case it is of order N. Thus each nonzero term 
in (32) has a factor N implicit in U~O). Furthermore, 
since CP1 (r) is of order unity the sums over k in (32) do 
not increase the order in N of lnJ N [see Eq. (11) and 
Appendix A], nor does the sum over p. The easiest ex­
ample to consider is an external periodic potential for 
which y 1(k) will only be nonzero at reciprocal lattice 
vectors, and generally goes to zero rapidly with in­
creaSing reciprocal lattice vector. Then clearly lnJ N 

is proportional to N. 

An application of this result to a quantum mechanical 
problem is the determination of the effect of a periodic 
substrate on absorbed liquid He4

• Details of that ap­
plication are given elsewhere. 14 

To obtain a general linked cluster expansion, we re­
move restriction (31) so that J N is a function of all the 
variables Y n' Using (24) in the left-hand side of (27), 
interchanging the order of differentiation and using 
(30) gives 

We use (26) to eliminate 1".1 from this expression. The 
second term on the right-hand side of (33) cancels the 
last term in the sum on the right-hand side of (26) 
giving 

a n·l 

aYn(k
1 

••• k
n
) Ul(h)=ka[Un+l.j(h,-)I/-)]{kl···kn}' (34) 

Then using (25) for ij' the right-hand side of (34) is 
simply the sum over all products of Up's containing 
distinct partitions of the set of variables h, kl' ... , kif 
and connected by the set of variables (kl '" k,,). It is 
convenient to introduce a new notation to represent a 
connected product of U's: 

[n U ] {(h ... h )(k .. ·k ) ... (1 ···1 )} (35) 
i "i C 1 PI 1 P2 1 Pn 

means the sum over all distinct partitions of the momen­
ta in braces in the arguments of the Unj factors in such 
a way that the product over j is connected by the subsets 
of momenta in parentheses. To illustrate: 

[U1UPzL {(h), (k1 , kz), (ll,lz)} 

~" ') Ii I =L.J L1 U,(la Uz(lB,k)Uz(h,k,) 
c:x'1f3 it- j J 
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wherer---1aid the eye in observing that all terms are 
connected. A term which is disconnected and therefore 
does not appear in the sum is 

U1(h) uii)kl ) U2(l~, Jj ), 

since the first factor is not connected to the last two by 
any momentum set. Note that a single momentum in 
parenthesis within the braces in (35) does not provide 
any connections between the U factors. Thus (34) may be 
rewritten as 

(36) 

Using (29), differentiating (36) p - 1 times with respect 
to Y1 and exchanging the orders of differentiation gives 

(37) 

The right-hand side of (37) is the sum over all func­
tionally distinct partitions of n + p and momenta hi and 
kJ which are connected by the set (k1 ... kn)' Thus dif­
ferentiation of a cumulant by Y n(k1 ... kif) introduces all 
combinations of cumulants which are connected only by 
the new momentum set. It follows by uSing (24), (25), 
and (37) t times that 

t a in ay (k(i)"'k(i~ lnJN 
mi 1 mi 

6 
n 1~n2··· ~ ", 

Clfj=Cm l (38) 

Note that Eq. (30) is a special case of (38) since in (30) 
m l = 1 for all i, and thus the connecting momentum sets 
each contain but one momentum, (k l ), and cannot provide 
any connection. In that case the product of U's in (38) 
can contain but one factor, as seen on the right-hand 
side of (30). 

As in the development of (32), we can use (38) to ob­
tain all the Taylor series coefficients for the lnJ N in 
terms of all the variables Y n by setting Y" = 0 for all n in 
(38). The only consequence is that all U If becomes U~O) 
on the right-hand side of (38). Then the series for 
InJ N is 

Y ,(k <1,) ••• k(~) »)] 
1 (J) ) (Jj) 

(39) 

The prime on the summation sign means that the sum 
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momentum 

• Yo 

... Y, 

A y. 

.J.. Y. 
, , , , 

+ c5--~) 
6 lnJ" = • + 6 +¢ 

u(o) , ",--- ... , • 
¢ 

, .... , ~ .... , 
u'O) 

+ q ,9 + c;:> '0 • 
( 

' .... • ~ u'O) ...... --{) • / 

-0-
+ q + ••• 

u~O) , ... --{) 

(0) (b) 

FIG. 1. (a) The elements of a diagrammatic expansion. Yn is 
an n-pronged vertex and Un is an n-sided polygon. (b) A 
schematic expansion of the logarithm of the normalization 
integral. Momentum must be assigned to the dashed lines, 
----, and summed over. Appropriate combinatorial factors 
must be assigned to each term. (See the discussion in the 
text. ) 

is to be restricted to run over distinct sets of momenta 
(k~~J) ···k~:;»). 

This complicated expression is simplified by intro­
ducing a diagrammatic representation, which is defined 
in Fig. l: A dashed line represents a momentum, a 
vertex composed of n prongs connected at a dot rep­
resents Y n and an m - sided polygon represents U ~O). 
The momentum lines connect dots to polygons by con­
necting a prong to a side of the polygon. Then a con­
nected term is a diagram which is topologically con­
nected. Then lnJ N is a sum over all connected diagrams 
with no free momentum lines. The counting factor for 
each diagram is chosen so that any distribution of the 
momentum variables which is not equivalent to the first 
by the permutation of the U~O)'s or the arguments of the 
U ~) or a combination of both must be considered a new 
term. Furthermore, there is a factor of l/n;! as­
sociated with every diagram containing n; vertices Y;. 
It might seem that the n;! permutations of the Y i would 
cancel these factors, but some of these permutations 
are equivalent to permutations of the U ~O) and/or their 
arguments. This counting argument is sufficiently te­
dious that it is best to consider special cases, as is 
done in the next section. 

The diagrammatic expansion for U n(h1 ... hn) is ob­
tained by differentiating InJ N with respect to Yl(h;), 
i = 1 - n (Eq. 30). This is equivalent to removing n 
single prong vertices in each term of InJN in Fig. 1 in 
all possible ways, and labelling the dashed lines from 
which these have been removed by hI'" hn' The diagram 
rules for Un are identical to those for InJN as can be 
seen by noting that (37) can be used to generate the 
Taylor series for U n(h1 ... hn), which has the same form 
as (39) but with (hI)' (h2)' ... , (hn) included in the braces. 

The sense in which these expressions for InJN and Un 
are linked cluster expansions is clear from the diagrams 
as well as the notation in Eq. (39). It is not quite so 
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obvious that each of the linked diagrams produces a 
term of order N. Nevertheless, lnJN must be of order 
N since it is the shift in thermodynamic potential in the 
classical system; the Un are also proportional to N. 13 

It is one of the main advantages of linked cluster theo­
rems that the contribution of each diagram is the cor­
rect order of magnitude in N, so that further approxi­
mations do not need to be concerned with keeping track 
of powers of N. To see that each diagram contributes 
O(N) to the expansion for InJN , consider a particular 
linked diagram and the corresponding momentum sums 
in Eq, (39). If we focus on a single Y n(k1 .•• k) and the 
associated sums over kl ... kn' we can use the fact that 
un(r 1 ... rn) is of order unity (which is to say that it does 
not change as N increases) to conclude that Y n and the n 
k sums contribute order unity to the diagram if all 
other constraints on the momentum sums (which come 
from the U~) factors) are ignored. Now, if we con-
sider the case where the zeroth order problem is trans­
lationally invariant, so that U ~) is zero unle ss the sum 
of the momenta in its arguments vanish, then each U IO ) 

introduces a single constraint on the momentum sums, 
reducing the overall N dependence by one order of mag­
nitude, But U ~) is of order N, cancelling out the effect 
of this constraint. For a linked factor, however, one 
(and only one) of these momentum constraints is equiva­
lent to overall momentum conservation, which is already 
guaranteed by the Yn's within this linked cluster (sup­
posing that the perturbation is also translationally in­
variant), thereby leaving one uncancelled factor of N. 
Thus each linked factor contributes O(N), and it is the 
fact that there is just one linked factor in each term in 
the above expansion which shows that each diagram is 
O(N). A similar argument can be made for nontransla­
tionally invariant systems, except that the role of mo­
mentum conservation must be replaced by restrictions 
on the possible values of the total momentum in U~o) 
or Yn ' For example, in a periodic system these totals 
must always be reciprocal lattice vectors. The fact that 
these possibilities do not increase with increasing N 
plays the same role as the momentum conservation 
argument above. 

IV. APPROXIMATIONS 

There are numerous possible approximation schemes 
involving truncations and/or resummations of (39). In 
this section we discuss several of the approximations in 
differing detail, deferring the application of these ap­
proximations to physical problems of interest until 
later. 

A. Finite series truncation 

The simplest approximation is to truncate (39) after 
a finite number of terms in each of the variables Y n' For 
example, if only single-body terms are retained (i. e. , 
Y n = 0, n *' l) and the series is truncated beyond second 
order, then 

InJN '" Yo + B U ~O)(k)Yl(k) + ~ 6 UJO)(k, 1) y 1(k) Y1 (1). (40) 
k t,l 

This is the approximation used elsewhere to obtain the 
effects of a periodic substrate potential on adsorbed 
helium. 14 
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Q~=~:. 
.----, 

• 1\ \ 
\ I I 

lJ. __ /' 
(0) (b) (c) 

(i) (j) 

FIG. 2. The diagrams for 1nJ N which are linear and bilinear 
in Y2 and Y3' Expressions for eac~ term are given in Eqs. 
(B4a)-(B4k). Appendix B. 

As another example of finite series truncation, con­
sider the inclusion of a p-body potential in the classical 
problem or a p-body term in an extended Jastrow wave­
function, so that 

1 x=- 2: u(l)(r.···r.) 
1 p! i1'" i P P '1 'p • 

(41) 

iati8 

Introducing the Fourier transform of up gives Eq. (12) 
with only the n = p term in the first summation. To ob­
tain the expression of Xl in terms of density fluctuation 
operators, P (P)(k1 ... kp) must be expressed as a pth 
order polynomial in Pt (the general result for piP) is 
given in Appendix A). Then Eq. (18) will have Yn*O, 
n '" p. Expressions for Yn for the cases p = 2 and p = 3 
are also given in Appendix A. Consider the case p = 3 
and suppose u3 is translationally invariant. Then the 
expression for Xl in (A4)-(A8) involves only terms with 
total momentum zero: 

y2(k, - k)PtP_k + "L/ y3(k1 k2 k3 )p t1 P~ Pt3' 
«1 t2 k3) 

ki'O 

(42) 

Yo, Y2 and Y3 are all linear in C3 • Thus truncation of the 
expansion for lnJN at second order in C3 requires reten­
tion of terms which are second order or lower in Y3 and 
Y2 • Diagrams for the linear and second order terms in 
C3 are shown in Fig. 2. Expressions for each diagram 
are given in Appendix B. Note that a complete evalua­
tion of these terms requires U~O), Ui°>, U~o>, U~o>, 

and Uci°) since each of the terms are O(N). Nothing is 
known about U~O), U~O). or U~O) for any interacting 
system. 

B. Truncation of higher correlations 

Since U~O) is unknown beyond some value of n (usually 
two), it is necessary to approximate the Ute) in terms 
of other known functions. There are sever;l approxi­
mations which have been used for this truncation. The 
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simplest is to set U~) equal to zero beyond some value 
of n. For example, 

n> 2. (43) 

If only Y1 is nonzero, this approximation is equivalent 
to Eq. (40) for InJN • The two procedures give different 
expressions for Un' however. 

A more interesting example is the case when Xl con­
tains both one- and two-body potentials or Jastrow fac­
tors, so that both y1(k) and y2(k, 1) are nonzero. In that 
case (39) still has an infinite number of terms even when 
approximation (43) is used. With only UiO) , Ui,°) , Y1' 
and Y2 present, the topology of the diagrams and the 
rules for the diagrams simplify considerably. The four 
types of diagrams, shown in Fig. 3, are those which 
contain all U2 's and y 2 's, those which contain one Y1 and 
one U1, those which contain two Y1'S and those which 
contain two U1 's. The corresponding equation for InJN is 

~ 1 p ( , 
InJN = 6 pI!) L y 2(h iqi) [W;O»)PL{(h1q1)'" (hpqp)} 

P=l • 1-1 (bjqi) 

+ L Y (k) '" n '\" Y (h q) [U 1<O)(U2(O))P]c ~ 1 P ( ) 
k 1 ~ PT i=l (Yi) 2 j j 

(44) 

Succeeding lines correspond to diagrams (a), (b), (c), 
and (d), respectively, in Fig. 3. To simplify the ex­
preSSions, assign the momenta to specific dashed lines 
in the figure. The prime on the sums can be removed in 
the first line by noting that each pair (hi' qj) gives rise 
to two equivalent terms except the first. which must 
have a factor t to remove the prime. Similarly, the 1/ 
p! becomes 1/ p from permutations of the y/ s which 

~ 
1\ 

db 

(0) 

" " A " + 0/ \0/ \0/ \0/ "0 (d) 

FIG. 3. The diagrams for lnJN containing Yj. Y2. Uj• and 
Uz• The four basic types of diagrams are given in (a)-(d). 
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reproduce the term only after a change of variables. 
The lip comes from cyclic permutations which leaves 
the original term invariant. Then 

(45a) 

Similar arguments eliminate the p! in (b), (c) and (d) 
as well as all of the primes on the sums in (b) and (c) 
and all but one in (d); removing the last prime in (d) re­
quires an additional factor of ~. Then 

~ 

(lnJN)b =:60 :6 U 1(Q)(h1) y2(hlql) UJO)(ql h2) ... Y2(hpqp) 
t 1>=0 hI ql'" hpqp 

~ 

(lnJN)c=~ 6 6 6 YI(kl)UJO)(klhl)Y2(hlql) 
klt2 1>=0 ~ ql'" hpqp 

~ 

(lnJN)d = ~ ~ 6 uio )(hl) Y2(hlqJ U40)(ql~) ... Y2(hpqp) 
P=l hlql '" IIp<lp 

(45d) 

The cumulant UI(kl) is obtained by differentiating 
lnJ N with respect to yl(kl) and U2(kl'~) is obtained from 
UI(kl ) by differentiating with y l (k2 ) [Eq. (29)). Note then 
that Ul comes entirely from (45b) and (45c), and U2 

comes entirely from (45c). Diagrammatic expansions 
are given in Fig. 4. The expressions are 

~ 

UI(kl)=UiO)(kl)+6 0 UiO)(hl)y2(hlql) 
pol h1ql ... hpqp 

~ 

+ L 6 L U~0)(klhl)Y2(hlql) 
~ p=o hI ql' .. hpqp 

(46) 

and 
~ 

U2(kl'~) = 6 6 U~O)(klhl) y2(hlql) 
p=o hI ql ... hp<lp 

(47) 

Note that U
2 

is independent of Y I in this approximation. 
These two expressions can be summed formally to 
produce Dyson-like equations 

Ul(kl) = UiO)(kl ) + 6 UiO)(h) y2(hq) U2(qkl) 
hq 

+ L Yl(k) U2 (k. kl ). (48) 
k 

U2(kl'~) = UkO) (kl k2) + L U~O)(klh) Y2(hq) U2(qk2). (49) 
hq 

The consistency of these results can be checked by 
noting that [2(kl , k2) can be obtained from lnJN by dif­
ferentiation with respect to Y2(kl'~) [Eq. (24)], while 
from Eq. (23) 

[2(kl'~) = UI(k1 ) Ul (k2 ) + U2(k1k2)· (50) 
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It is shown in Appendix C that (50) is indeed obtained 
from differentiation of (45) when (46) and (47) are used 
for Ul and U2 in (50). 

Special cases of the results (45) and (49) have been 
obtained for classical systems by using for the zeroth 
order system the noninteracting gas 15 and the hard 
sphere gas. 16 These results have also been used to in­
clude phonon zero point motion in the ground state wave­
function of liquid He 4 (Ref. 17) and to optimize the 
Jastrow trial function for He4 • 7,18 In each of these cases 
the zeroth order system is translationally invariant so 
that 

UiO)(k) =Nok •O' 

UiO)(k l k2 ) = 0k1 +~,oNSo(kl)' 

(51) 

(52) 

where So(k) is the liquid structure function for the 
zeroth-order system. Furthermore, the "perturbation" 
Xl is a sum of translationally invariant two-body func­
tions 

N 

Xl(r1 ... r N) = LL U~l)( 1 r i - rj I), 
i<j 

so that 

1 
y2 (k l , k2) = °kl+<2' 0 N C2 (k 1 ) 

where C2 is of order unity. Then (49) can be solved 
algebraically for U2 , giving the new liquid structure 
function 

(53) 

(54) 

(55) 

Furthermore, since Y1 is zero, InJ N is given entirely 
by (45a), which, because of the Kronecker delta func­
tions in (52) and (55), becomes 

- L In[l - C2(k)So(k)). (57) 
k,tx">O 

The result (56) first appears in the theory of classical 

- k t t-o-U,(k)= --~ = ---0 + -- --... 
__ It. _.. Il. 
k fy' , k fy' yy' , 

+ - - OJ 0 + - --V V 0 
+ ••• - --.... -k k~" kA = --.<) + ---w 0 +--V-... 

(a) 

(bl 

FIG. 4. Diagrams for (a) Uj and (b) U2 containing only Yt> Y2. 

Ut> and U2• 
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fluids where the zeroth order system is composed of 
noninteracting particles and the perturbation is a 
Fourier transformable potential. 15 Then 

So(k) = 1, 

C2(k) = - ¢2(k)/k BT , 

and thus 

1 
S(k) = 1 + (3 ¢2(k) 

(58) 

(59) 

More recently, Eq. (56) has been used to include the 
long range correlations in the ground state wavefunction 
of liquid He4 which come about because of the zero point 
motion of the long wavelength phonons. 17 In that case 
Xo is the logarithm of the square of a wavefunction 
chosen to give a good description of the short-range 
correlations of liquid He4 • The long range correlations 
are found by quantizing the phonon field. The phonon 
operator (the collective coordinate) is Pk' and the ground 
state of the phonon field is a Gaussian in this collective 
coordinate. Then 

where c is the sound velocity in He4 and m is the He4 

mass. The prime on the product restricts the k values 
in the product to long wavelengths. Then So(k) is the 
liquid structure function calculated from the short­
ranged wavefunction 

and is very nearly the experimental liquid structure 
function except for small k, where it approaches a 
positive constant as k - O. Sum rule arguments show 
that the proper long wavelength limit in the ground 
state is 8 

Ilk 
S(k) --. 

1r°2mc 

This behavior is obtained by multiplying (60) by (61): 

<f!= <f!O<f!ITC' 

In that case 

.v 2 (k) = - 2mc/NJfk 

and 

( 61) 

(62) 

_ S o(k) 
S(k) - 1 + (2mc/llk)So(k) (63) 

Note that (62) is indeed the limit of (63) as k goes to 
zero. 

The approximation given in (56) has also been used to 
obtain the Jastrow function u2 [Eq. (1)] which minimizes 
the energy for liquid He4 from the class of all Jastrow 
functions with u2(r) real. 7 The procedure, known as the 
paired phonon analysis since only second order cumu­
lants are retained, 18 begins with a zeroth order Jastrow 
function which is obtained from some previous mini­
mization procedure involving a small number of 
parameters 19: 
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Xl is chosen in the same form: 

so that minimizing the energy with respect to the func­
tion ui1 1 is equivalent to minimizing the energy with 
respect to u2 in Eq. (1). The liquid structure function 
for <f!J is given by (56), where C2(k) is now the Fourier 
transform of u2 ( r). 

The error introduced by the neglect of U~Ol for n 
larger than two is reduced by iterating the paired 
phonon analysis, u2 = uiO) + u? 1 becoming the new u~o l. 7 

With an appropriate choice for the initial UJOl these 
iterations converge rapidly to the optimum u2 • 

The results (45) and (49) for uniform systems have 
also been obtained previously by Coopersmith and 
Brout to include the effects of a weak attractive potential 
when added to a hard core repulsion in a classical gas. 16 
Then So(k) is the hard core liquid structure function 
which is obtained approximately from an independent 
calculation. 

In problems where the error introduced by setting 
U ~) = 0 for n> 2 cannot be reduced by some procedure 
such as the iterations of the paired phonon analysis, a 
better truncation approximation may be necessary. The 
approximation (43) is not even valid for the nonin­
teracting system. One approximation which may be an 
improvement but hasn't to our knowledge been used is 
to use the noninteracting evaluation of U~l for n> 2. 
The noninteracting value of U~) is obtained from Ref. 
13 where may be found the expression for Un in terms 
of the Fourier transforms Fp(k1 ••• kp) of the cumulal1ts 
fp(r1 '" rp) of the P-body distribution gp(r1 '" rp) [see Eq. 
(8)], which vanish for the noninteracting system. 20 The 
result is that U ~) =N except for those sets of (k1 ... kn

) 

for which the sum of a subset of the k's vanishes. That 
is also the limiting behavior of U(~) in the interacting 
system as k; - 00, all i. 

Neither of the above approximations give the long 
wavelength properties of U ~O) even qualitatively cor­
rectly. An approximation which gives some long wave­
length properties correctly is the convolution approxi­
mation,21 which approximates U" in terms of U2 (k, - k) 
=N S(k). For example, the convolution approximation 
for U3 and U4 are, respectively,21 

U;(k1 k2 k3) =N S(k 1 ) S(k2) S(k3)' 

U~(kl~k3k4) =N S(k1 ) S(k2) S(k3)S(k4 ) [- 2 

+ S(k1 +~) + S(kl + k3) + S(k1 + k4)]. 

The general expression for U~ is given in Ref. 13. The 
long range properties are expected to be reasonable 
because the convolution approximation is chosen as the 
simplest form which satisfies the sequential relation re­
quired by Eq. (8): 

pJ g~+l(rl"'rn+l)drn+l=(N-n)g~(rl"'rn)' (64) 

where g~ is the approximation for gn deduced from U~. 
U~ also has the proper high momentum limit. It should 
be pointed out, however, that there is an infinitude of 
other such approximations which satisfy (64).22 
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Still another truncation is the generalized Kirkwood 
superposition approximation, 18 which truncates the Un by 
approximating the gn in terms of g2' For a translational­
ly invariant system this is 

where 

g(r j ) =g2(r j , r j ) 

is the radial distribution function. Furthermore, 

U2(kl~)=Nokl+k:l'0 S(k). 

where 

S(k) = 1 + P f (g(r) - 1) exp(ik· r). 

( 65) 

( 66) 

The general relationship between the set of functions 
Un and the set gp is given in Ref. 13. The consequence 
of (65) and (66) is that the resultant approximation for 
Un is a sum of integrals involving only U2 • As in the 
convolution approximation, U: is a functional of U2 , but 
the emphasis of the Kirkwood approximation is designed 
primarily to treat the short range behavior correctly. 
Specifically, when the particles under consideration 
have a strong, short range inter-particle repulsion, 
then (65) gives the correct qualitative result that gp 

vanishes as any two of its arguments approach one an­
other. 

We have not applied the generalized convolution ap­
proximation or the generalized Kirkwood superposition 
approximation to the linked cluster expansion nor can 
we comment on whether the infinite series can be 
summed in a simple manner. It would be an interesting 
exercise to combine Wu's diagrammatic formulation of 
the convolution approximation in terms of Cayley trees 13 
with the diagrammatic expansions derived here to see 
if there are any useful resummations for lnJN or Un' 
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APPENDIX A 

A procedure for obtaining the expression of Xl in 
terms of powers of Pk [Eq. (18)] from the expression 
for XI in terms of symmetrized plane waves [Eq. (12)] 
is given in this section. We first consider the specific 
cases for a single un in XI with n = 2 and n = 3. The gen­
eral procedure is outlined thereafter. 

The first step is to obtain the expression for 
P (n )(kl ... k n

) as an nth order polynomial in Pt. For n = 2 
and n= 3, this means inverting equations (15) and (16), 
respectively. giving 

(A1) 

p(2\k l k2)=Pk P. -Pk +k' (A2) 
1 ~ 1 2 

p(3 \klk2k3) = Pkl P~ P~ - Pkl+t2 Pt3 - Ptl+t3 P~ - P~+k3 Pkl 

+ 2Pk +k_ +k . 
I --Z 3 

(A3) 

The general expression has alternating sign according 
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to the order of the terms, and the coefficient is gen­
erally different than 1 [note the last term in (A3)]. 

Then, for n = 2, 

N- I 

XI = 21 6 C2(klk2) [Pkl Pt2 - Pkl+~] 
. kl~ 

kito 

can be written as 

XI=YO+L:yl(l)PI+ 6' y 2(kl k 2)p t P._ 
1'0 (kl'~) I --z 

where 

Yo=-t 6 C2(k,-k), 
vo 

The Yo comes from the term kl +k2=O, where Pkl+k2 =N. 

In a sim ilar fashion, for n = 3, 

N-2 
XI =""3"""1 6 C3(klk2k3) [Pt Pt Pk - 3Pk +k Pt + 2Pt + k. +t J. 

. kl ~~ 1 --Z 3 I --Z 3 I --Z 3 
kito 

Then Xl becomes 

Xl = Yo + L yl(l)PI + 6' Y2(hlh2)PhIPIll 
itO (blh2) 

hito 

+ 0' 
(tl k2t3 ) 
kito 

where 

y3(klk lkl) =W2C3(klklkl)/3! , 

y3(klklk2) =ff2C3(klkl~)/2, kl *~, 

)'3(klk2k3) =N-2C3(klk2k3)' k j *k j 

Y2(hl~)=-N-2( 6 C3(hl-k,k,~) 
<to, hi 

+ 0 C3(~ - k, k, hl))!(l + 0b Ill)' 
k'O,~ I' 

- N-I L: C3 ( - k, 1, k)/2, 
k;tO 

6 
klk2 

(tj,O,-kj ) 

(A4) 

(A5) 

(A6) 

(A7) 

(A8) 

Although these results are adequate for most purposes, 
a general prescription may be of some use. The gen­
eral expression for P (n) as an nth order polynomial in 
Pk is obtained by first noting that p(n) satisfies a recur­
sion relation which may be deduced by multiplying 
Pt [Eq. (2)] into Eq. (13) for p(n). Then 

n+1 

+ ~ P (n )(kl ''', k + k ... k) L..I i n+l' ' n' 
i:::l 

(A9) 

The second term in (A9) comes from honoring the 
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FIG. 5. Fig. 2(e) properly labelled and summed. 

restriction is * i".1 in (13). Then (A9) may be solved for 
p(n+11, giving an expression in terms of P. and pep>, 

p < n + 1. Changing n + 1 to n, this is 

p(n)(k "'k )=p p(n+1)(k ,·'k ) 
1 n kn 1 ,,-1 

n-1 
- LP(·-1l(k1 "', k; +k., "', k n_1 ). (AID) 

i=l 

The expression for p (.) which this generates has a gen­
eral term of the form 

where the notation is that of Eq. (25), the function Rp is 
defined by 

R (k .,. k )~p 
PIP - kl+k2+ o··+kp 

and y is a combinatoric factor which may be deduced in 
the following manner. Consider a term in pen) which 
includes as a factor Rp(k", k1' ... , kj>-1)' Since k. ap­
pears as an argument, this term can only be obtained 
from the second term (the sum) in (AID), and there are 
p - 1 such members of this second term. Then consider 
a particular one of these, say p (.-1 )(k. + k1' Ie", ' .. , k._1). 
Then the only terms which give an Rp are those obtained 
from the second term of (AID) with n- n - 1 and 
k n - kn + k1' and there will be (p - 2) of these terms. 
Continuing this procedure we find that the factor 
Rp(k", kv ... ,kp..J must have an associated factor (p - 1)1 
Because of the symmetry of the problem this is inde­
pendent of the choice of arguments of Rp. Then we may 
define a new function 

-
R (k ... k ) ~ - (p - 1)' p p 1 P ~ • <1 +'" +kp 

in which case the expansion for p (n) in terms of Pk can be 
written 

p(n)(k1 ... kn) = (- l)n 1 "iP1P "'Pq [ ~ Rp; (-)] {k1 ••• kJ. 

CPi=n (A11) 

Now this expression must be put back into Eq. (12) and 
the overall Sum rearranged according to the number of 
Pt factors. Each R factor contributes a Pt factor unless 
its total momentum is zero, in which case it contributes 
N. The remainder of the development of the expression 
for Y p involves relabelling the momentum sums, but is 
too tedious to include here. 

APPENDIX B 

As an example of the calculation of the contribution of 
a diagram to lnJN , consider diagram e of Fig. 2. From 
Eq. (39), its contribution is 
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x rU~a )u~a)lc {(k1kJt3) (11~l3)}' 

The unlabelled diagram refers to 

[U~a) u~a)lc {(k1!c"k3) (11~l3)}' 

(B1) 

(B2) 

which in the most general case is nine terms, coming 
from the three different ways of assigning the momenta 
(k1 , Ie", k3) to dashed lines connected to one vertex and 
the three different ways of assigning (Iv 12, 13) to the 
other vertex. There are only three ways in each case 
since the two lines from a vertex to the same triangle 
are equivalent. Similarly, interchanging the two vertices 
produces an equivalent term. These nine diagrams can 
be collapsed to one by letting the odd momentum range 
independently over all momenta. Thus 

(lnJN).=t 'L/ B .0' r; Y3(k1Isk3)U~a)(k11e,,13)Y3(111213) 
(k1~) <3 (11 12) 13 

(B3) 

which is shown as a labelled diagram in Fig. 5. Note 
that sums over equivalent bonds from a particular ver­
tex must still be restricted to distinct [whence the 
primes in (B3)]. 

Momentum conservation in U ~O) and Y. simplifies this 
sum, giving 

) 
1 ",,' 

(lnJNe=z L1 
(t1~) 

x u<~) (k1, k2, - k1 - k2) 

o Y3(lv 12, -11 - 12) u iO )(11,4, - 1\ - 12), (B4e) 

The remaining diagrams in the second order expansion 
for InJ N shown in Fig. 2 are calculated similarly. Then 

(InJN)2= L: (lnJN) " 
a=a-k 

where, in the translationally invariant case, 

(lnJN)a=Ya' 

(lnJN)b= r; y 2(k, -k)U~O)(k, -k), 
t,kX>o 

(lnJN)c= .0' y 3(k1!c"k3) U~O)(k1k2k3) 
(tl ~t3 ) 

x U~o )(k3 - k3) Y3 ( - k1 - Ie" - k3), 

(lnJN), 

Xy 3(11, ~, -11 - ~) 

o U~O)( - kl' - k2' -11 -12) 1\1+k2,-11-12' 

(B4a) 

(B4b) 

(B4c) 

(B4d) 

(B4f) 

(lnJN).=t L U~ol(k,-k)2Y2(k,-k)2, (B4g) 
t,t?O 

(lnJN)b=t L ~ U~°l(k, -k, 1, -1)Y2(k, -k)y 2(1, -1), 
k,tx>O l,lx>O 

(B4h) 

(lnJ N)I= ~' U~O)(kvle", -k1-1s)U~O)(-k1-k2,k1 +Ie,,) 
(k1~) 
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- A'" ... ... A 

((}-~L + a' 'o-lIL+ •• -)(-~t(}--.. +-~'O' '0--"+ ••• ) 
+(k; #! k2 ) (bl 

I (k ,A, r. )/k k,A, 
+'2 .. _-(}_L + .. --(J 0--- + ... ("~-"+--'O' 0--.. + ••• ) 

+(k; #! kz) (el 

I (kl ,A, k. 'ka ,A, +"2 (}--- + d 0---+ ••• ,( --~+ ---(J b + ... ) 

+ (r. ;#: kz) (d I 

.... A.... .........",.. ~ 

.((}-~L + cf 't-~L + .. --e-~L )(_~~+lI!-f 'b+-~ ... ) 

= U1(k,) U1 (kJ 

FIG. 6. The disconnected terms in l z(kt. kz) as they arise from 
the derivative of In.! N with respect to Yz(kt, kz). Contributions 
(b), (c), and (d) come from Fig. 3(b), 3(c), and 3(d), 
respectively. 

(lnJN)t 

=~ L;' 
(tl k:!ts ) 

(B4k) 

The three-body modification ug to the Jastrow wave­
function has been calculated for liquid He4 using terms 
(a), (b), (c), and (d) above. 9 It can be argued that terms 
f - j do not contribute by considering instead the trial 
wavefunction for which Ys '" 0 but Y2 = 0 in the modifica­
tion Xl' Since f - j are proportional to Y2' they will not 
contribute. We have omitted term (e), however, which 
may be an important term, particularly at high density. 
We hope to examine the contribution of e to the ground 
state properties of He4 in the future. Term k requires 
U~o>, which is difficult to approximate. 

APPENDIXC 
We wish to show that (50) is obtained from differentia­

tion of (45) by Y2 when (46) and (47) are used for Ul and 
U2 in (50). To see this we note that differentiation with 
respect to Y2(kl'~) is the same as removing one two­
prong vertex from each diagram in all possible ways, 
then assigning the momenta kl and k2 to the remaining 
two external dashed lines in all possible ways. When 
this is done to the pth ring diagram from Fig. 3(a) it 
produces 2p equivalent diagrams of the form of the pth 
diagram for U2 , Fig. 4(b). Thus 

a 
aY2(kl~) (lnJN)a = U2(kl , ~). (CI) 
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Removing a two-prong vertex from any of the diagrams 
(b), (c), or (d) in Fig. 3 gives the product of two con­
nected diagrams, one containing kl and the other con­
taining k2 • This is shown in Fig. 6 with properly labelled 
diagrams. These products of pairs of connected graphs 
add to give Ul (kl )U1(k2 ): 

(C2) 

Thus (50) is obtained by adding (CI) and (C2), which is 
the desired result. 
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The analyticity properties of coherent states for a semisimple Lie group are discussed. It is shown 
that they lead naturally to a classical "phase space realization" of the group. 

In a recent article Peremolovl introduced the concept 
of "coherent states" for unitary irreducible representa­
tions (um) of any Lie group G. The idea to consider the 
translates Tg 1 0) of a fixed cyclic vector 10) under the 
group action is as old as the celebrated Gel' fand­
Raikov theorem on locally bicompact groups. 2 The con­
tribution of Ref. 1 was then to show how the concept of 
coherent state, first introduced in the case of 
Heisenberg-Weyl group, fitted in the general theory 
of group representations. Let us note that no mention 
to analyticity question is made in the very general ap­
proach given in ReL 1. Yet all the examples 
[Heisenberg-Weyl group, SU(2), SU(1, 1)] have in com­
mon the following properties: (a) the homogeneous space 
G/H has a complex homogeneous structure, i.e., G acts 
on G/H by meanS of holomorphic transformations [in the 
above examples G/H is given by the complex plane, by 
S2", complex projective space Plea:) and by the unit disc 
Dl c a:, respectively]; (b) the Hilbert space of the urn 
is identified, in the coherent state basis, with a space 
of holomorphic functions on G/H [namely, exp(t 1 z 12)_ 
bounded entire functions, polynomials of degree 2l in z 
and (1 - 1 z 12)-Z-bounded analytic functions in D I , 

respectively) • 

Purpose of the present note is to show that 

(1) a homogeneous complex structure is actually present 
quite generally, and 

(2) that on the basis of the homogeneous complex struc­
ture the manifolds G/H are just the classical phase 
spaces on which G acts through canonical 
transformations. 

From this point of view, coherent states appear just as 
probability wave packets over the classical phase space, 
a well-known result for the harmonic oscillator coherent 
states. The converse problem, i.e., the construction of 
a UIR of G starting from a phase space realization of G. 
(quantization of a dynamical group3) was considered in 
Ref. 4 and found a definite mathematical setting in Refs. 
5, 6; here, however, we shall adhere to Ref. 1 scheme 
and deduce the phase space structure from the urn. 

First of all we restrict our attention to compact semi­
simple Lie groups. Let us fix the notation: g is the real 
Lie algebra of the group G, ge = g EB ig its complexifica­
tion, H a Cartan subgroup of G, ge=heEB~"'Eag", the 
corresponding Cartan decomposition, A+ the set of posi­
tive roots (chosen once for all), P=t~"'Ea+a. Let gE G 
- U(g) be a UIR of G in a (finite-dimensional) Hilbert 
space H. Let X be the highest weight and let us suppose 
that it is nonsingular. Then there exists a vector 10) 
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E H such that 

U(h)IO)=eA(h)IO), hEH 

{eAexp(X)=exp[x(X)], XE g, XE ig*}, (1) 

XIO)=O,XEn+= 6 g"" 
erE!!.+ 

or, alternatively, 

(OIU(h)=eA(h)(OI, hEH, 

(OIX=O, XEn_= 6 g_",. 
aEa+ 

(2) 

Given U(g) there is no problem in extending it to a 
holomorphic representation T(g) of Ge in H (it is suf­
ficient to exponentiate the finite-dimensional matrices 
which represent the elements of ge; for noncompact 
groups the situation is different). Equation (2) shows that 
the stability subgroup of (01 under T(g) is just the Borel 
subgroup B, which is the complex Lie subgroup of Ge 
with Lie algebra b=heEBn_. Let us call1T(b) the holomor­
phic character of B defined by 

(01 T(b) = 1T (b )(0 I. (3) 

It is wellknown that the quotient manifolds G/H and G/ 
B coincide7

; then G/H inherits a complex homogeneous 
structure from Ge , being B a complex subgroup. Let us 
now consider the family of coherent states T(g-l)t 1 0); 
the representatives 

are holomorphic on Ge ; moreover, 

'It (gb) = (01 T(b- l ) T(g-l) 1 'It) 

= 1T (b-l)'It (g), gEGe , bEB. 

(4) 

(5) 

This means that 'It(g) defines a holomorphic section of 
the homogeneous line bundle Er(G/H, a:) associated to 
the principal fibre bundle B - Ge - GjB by the holomor­
phic character 1T (see Ref. 8 for the definition of "asso­
ciated" fibre bundle). The local trivializations of the 
line bundle Er associates to every such 'It a holomorphic 
function on an open domain in G/H. For instance, let U 
= {g E Gel (01 T(g-l) 10) * Or; then the function 

'It (g) = ~~: ~~:~~~: ~? (6) 

is actually a function only of the projection g ,!g{H}E G/ 
H and is holomorphic in the domain p f/J) C G/H. Let z 
= (zl> ••• ,zn) be a local chart p(U)- a:n such that ° 
= (0, ••. ,0) correspond to {H}. We can, therefore, in­
troduce a new set of states in a one-to-one correspon­
dence with the points in p (U): 
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or, restricting to G, 

Ig- 0) 
U(g)/O) 

(O/U(K)/O) ' KEG. 

Owing to the orthogonality relations 

[ N'I I U(K) l.v 2) (.v 31 U(K) l.v 4) dg=== d;I (.v 21.v 4)(.v 31.v I) 
'G 

(being d:>. = II"EA «\ + p, OI)/(p, 01»= dimension of U), 
the scalar produ"'ct (.v I/.v 2) can be written as follows 
(completeness relation for the coherent states \ z)= 
= Ig- 0»: 

(.vII .v 2 )= d>...fa (.v 2 1 U(g) I 0) (.vII U(g) I O)dg 

= d). J
G 

(0 I U(g?l.v I) (0 I U(g)i l.vz) dg 

=d). r (g- 01.vI) (K- 0 l.vz) I (0 I U(g)1 O)\2dg 
'G 

with 

(i) z=g- 0, 

(7) 

(8) 

(9 ) 

(ii) f(z, z) = log I (0 I U(g) I 0) 1-2 ~ 0 (j=0=> z= 0), 

(iii) z = invariant volume density on G I H induced 
by dg_ 

Thus H is isomorphic to a Hilbert space of holomorphic 
functions bounded by exp[~f(z,z)Jo In this derivation we 
tacitly assumed that {gE GI (0\ U(g)IO)=O}is of mea­
sure zero in G so that integrals over GIH can be re­
stricted to integrals over p (U). 

The representation of G in the basis of the coherent 
states takes the form of a "multiplier" representation: 

[ U( ..I )ifJJ( )_ (0 I U(g? U(g') l.v) 
l> Z - (0\ U(g)tIO) 

(0 I U(g -Ig)t \ 0) w( ..I-I ) 
(OIU(K)fIO) . l> z 

= f-lCf( ,Z)</J(g-IZ). (10) 

Let us now construct the symplectic (Kaehler) struc­
ture on GIHo Let 

w=ioaJ(z,z), ZEp(U), (11) 
-

with 0 and 0 the exterior differentiation operators with 
respect to z and z, respectively (0 a + ao = 02 =;)2 = 0) ; 

1· ·tl ."'\' iJ2f d j -I k exp ICI y, W=l U a 'a-k z I\{..Z 0 

j,k zJ Z 

It can be shown that W (X, Y) coincides at z = 0 with the 
bilinear functional - i\ «X, YJ), with X, Y E g and \ iden­
tified with its image in ig*, Then w is nonsingular at 
z = O. Moreover, since w is G-invariant, it is non­
singular everywhere. Let us prove the G-invariance of 
w: 

,f( *w=ioof(g-Iz,g-lZ) 

= ioalog I (0 I U(g -IK) I 0) 1-2 

= ioaf(z, z) - iilalog I f-l(g' ,zW (12) 
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and the invariance follows, being f-l (g' , z) holomorphic 
in Zo 

Up to now we have made only local considerations, 
Actually, it can be easily shown that a Kaehler form Wa 

can be given in a whole covering 0" of G/H and w",=ws 
on the overlapping 0" rt Oao Then we have a homogeneous 
Kaehler manifold G/H associated to the UIR, Le" a 
G-homogeneous Hamiltonian dynamical system. Given 
XE g, let X be its self-adjoint representation in H, X 
the holomorphic vectorfield on GIH, H(z, z) the "classi­
cal generating function," defiiled by iX+xw=dH(z,z)o 
For every </J in the domain of X it holds that 

[X0](Z) = [H(z, z) + iX(j)]I/J(z) - i(X 0)(z)0 (13) 

From this it follows that 

H(z,z)= (z Ixlz)/(zl z); (14) 

Le., the value of the classical generating function at a 
point z coincides with the expectation value of the cor­
responding self-adjoint operator on the coherent state 
I z). In general, for a normalized l.v) it holds that 

(.v I Xl '¥)= y r exp[ - f(z, z)ll </J(z) 12H(Z, z)z (15) 
.JG / H 

= r p(z,z)H(z,z)z, 
'G/H 

with y a factor depending on the UIR (but not on Xl); 
Le., the eXjJectation values in the UIR coincide with a 
phase space average of the classical generating function 
with a probability distrilmlion 

p(z, z)= ylifJ(z) 12 exp[ - f(Z, z)]= 

_ (z I P \ z) ~ = I '¥)(.v I 
- y (z \ z) , P - • (16) 

p(z,Z) is then proportional to the diagonal matrix ele­
ment of the density matrix in the coherent states repre­
sentation 0 Equations (15), (16) hold for a generic density 
matrix p. Let us note that p (z, z) is positive definite, 
unlike other correspondential statistical distributions, 
such as Wigner's function, 

A simple relation exists between /J. (g, z) and the 
classical generating function of the (finite) canonical 
transformations in G. Let us define -9= - iof, then 

w=d-9 (d=o+~=>da=ao=-oa) 

and 

S(g,z)= r (-9 -K*-9)+S(K,O) 
o 

is the (holomorphic) generating function, analogous to 
the usual S = .r (pdq - p' dq/), Then we have 

(17) 

and we recover an expression first introduced by Van 
Hove9 for a Euclidean phase space: 

(18) 

Let us now consider the case of a singular \. In this 
case the stability subgroup of the highest weight vector 
(0 I is bigger than H; by complexifying the parameters, 
one finds a complex subgroup pc Gc (called a parabolic 
subgroup) which includes Bo Yet the same statements 
hold as in the nonsingular case; we simply get Kaehler 
manifolds with dimension smaller than dim(G/H), Leo, 
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the so-called singular realizations. 10 It is actually 
known that every G-homogeneous symplectic manifold 
is Kaehler, 11 a result which does not generalize to 
noncompact groups. 

We give now some hints about the question of the ex­
tension of the above results to (a) noncompact semi­
simple Lie groups and (b) to a wider class of Lie groups. 
In Ref. 6 we have reviewed the relevant results for the 
noncompact semisimple case. Obviously we must re­
strict ourselves to discrete series, in order to main­
tain orthogonality relations; yet the simple results of the 
compact case hold only in the "Hermitian symmetric" 
case, while in general we must consider Hilbert spaces 
of harmonic differential forms rather than holomorphic 
functions. Details can be found in Ref. 6. 

As for point (b), a similar treatment as presented 
here can be given for nilpotent and, more generally, 
solvable Lie groups, on the basis of the urn theory 
developed by Kostant, Auslander, Moore and others. 12 

For Lie groups having an intermediate structure (be­
tween solvable and semisimPle) results are yet incom­
plete. Let us conclude by remarking that the theory as 
it stands can already deal with groups such as SU(n,m), 
SO(2n,1), and SO(n, 2), which have attracted physicists' 
attention as good candidates for a fundamental dynamical 
group. 
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The de !londer coordinate condition and minimal class 1 
space-time 
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By m~ns of immersion techniques a set of "adapted coordinates" are introduced as preferred 
coordinates for class I space-time. It is proved that the necessary and sufficient condition for the 
adapte~ coordinates to be harmonic coordinates is that class I space-time be a minimal variety. 
Some interesting features of the embedding approach to curved space-time are also shown in terms 
of these adapted coordinates. 

1. INTRODUCTION 

Some reasons on behalf of the embedding approach to 
general relativity have been presented by the author in 
a previous paper. 1 In the present note we prove that if 
class 1 space-time 2 is a minimal variety 3 there exist 
harmonic coordinates, which represent a kind of pre­
ferred coordinates according to a well defined geometric 
feature. This property will be proved and briefly dis­
cussed by means of immersion techniques. 

Einstein's theory of gravitation is commited to an 
enormous gauge freedom, notwithstanding the fact that 
the principle of general covariance, by itself, is devoid 
of physical content, for, indeed, every physical theory 
may be written in a general covariant manner, 4,5 On 
the other hand, it is clear that the geometry of some 
generic space-times may admit a class of preferred co­
ordinates and that the group of general covariance be­
comes, thereby, unnecessarily broad for handling the 
dynamics of such particular geometries, This point of 
view has been stressed by Fock6 in connection with the 
existence of harmonic coordinates as the preferred ones 
for some kind of gravitational problems. 

The most favored approach to the issue of preferred 
coordinates in general relativity consists in fixing the 
gauge to some extent by imposing a set of ad hoc co­
ordinate conditions directly upon the metric tensor. 7 

The question thus arises, quite naturally, whether there 
exist some variational principle leading us to the de­
sired coordinate conditions,8 i. e., allowing us to obtain 
a set of "optimal" coordinates defined by a stationary 
integral property. The study of some extremal behavior 
of the coordinates, however, is barren as far as we 
lack the geometric meaning of the variational principle 
involved. 8 In this paper we show that such a principle 
exists for fitting harmonic coordinates in curved space­
time, at least when space-time belongs to the simplest 
embedding class. As is well known, the concept of 
minimal variety is arrived at by generalizing the de­
finition of minimal surface. Thus (according to the re­
sult to be shown in this note), for curved space-time 
embeddable in five dimensions, the variational prinCiple 
leading to the harmonic coordinate condition 9 states 
that the four-dimensional volume integral must be 
stationary; i. e. , 

6 I d 4xvl- g(x) = o. (1. 1) 
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It is interesting to observe that if we handle this problem 
directly, the corresponding Euler- Lagrange equation 
collapses to a useless identity; namely, we get 

(w-1/2)[(-g)"'] ",0 ,,, ' (1. 2) 

for w = 1/2 in this case. 10 Therefore, a different ap­
proach must be followed in order to relate (1. 1) with 
the de Donder coordinate condition. 

The present note dwells only on space-time geometry. 
The dynamical content of class 1 space-time will be 
discussed elsewhere. In Sec. 2 we prepare the five-di­
mensional immersion scaffolding. Covariant derivatives 
afforded by the embedding formalism are briefly 
presented in Sec. 3. while in Sec. 4 we analyze the 
second fundamental form of the embedded space-time. 
Finally, in Sec. 5 the connection between minimal class 
1 space-time and the existance of harmonic coordinates 
is proved. 

2. THE EMBEDDING SCAFFOLDING AND THE 
ADAPTED COORDINATES 

Let us consider the class 1 relativistic embeddings 
from a synthetic point of view; namely, we consider the 
curved space-time manifold as a given four-dimen-
sional (normal hyperbolic) hyper surface E already (4)' 

embedded in a five-dimensional flat space M 5 In E 4 I ). I) 

we adopt signature (- 2); therefore, according to the 
local isometric embedding theorem, 11 the pseudo­
Euclidean metric tensor belonging to the host space is 
given by TIAB = diag( + - - - ±), in terms of a system 
{XA} of Cartesian rectangular coordinates. 12 We ex­
pliCitly decompose the fundamental form of 1'v/ in the (5) 

following way: 

ds2=TIABdXAdXB=TI"vdX"dX"+TI(dX4?, (2.1) 

where, clearly, TI"v=diag(+ - - -) denotes the usual 
four-dimensional Minkowski metric, and 1') =1')44 = ± 1. 
We now assume that the embedded E (4) is defined by 
introducing a coordinate relation in 1'vI (5) of the form 

b(XA)=E(X,X4)=e, (2.2) 

say, where e is a constant. Since we want E (4) to be a 
space-time-like hypersurface, somehow leaning 
smoothly on the (XO,XI, X 2

, X 3
) hyperplane (i. e., 

Minkowski space-time M (4»), we require 

TI1')AB E .A(X)E ,B(X) I X''OE (4) > O. (2.3) 

Copyright © 1975 American I nstitute of Physics 1090 



                                                                                                                                    

Hence the unit 5-vector N A normal to E (4)' at pOints on 
E(4)' in terms of the {XA} coordinates, obtains 

NA (X) = (TfTfBC E, .aE ,C)-1/2 E ,A (X) I X-=E (4)' (2.4) 

Next we introduce new curvilinear coordinates {xA } 

in the embedding space. These we choose as the fol­
lowing adapted coordinates 13 

x"=X", (2.5) 
x4 = E(X", X 4

), 

so that in terms of these coordinates E (4) is simply 
given by the equation X4 = e (hence the name). The 
Jacobian of this transformation is equal to oE /OX4 = E ,4' 

which we obviously assume to be different from zero. 
Then, for the inverse transformation of (2. 5) we write, 
say, 

X"=x", 

(2.6) 

If we now define the function 1>(x) = F(x", e), we observe, 
from (2.6), that the following parametric equations 
hold as a definition of E (4): 

X"=x", 

X 4 = 1>(x). (2.7) 

Hence, for a local isometric embedding we have, as 
usual,14 

g,," (x) =XA ,,,XB ," TfAB' 

and thus we get 

gIL jx) = Tfl"" + TI 1> ,,, (x)1> jx). 

(2.8) 

(2.9) 

Henceforth we use {x"}, i. e., the first four adapted co­
ordinates, as a set of internal curvilinear coordinates 
for E (4), while retaining the old Cartesian coordinates 
{XA} in M (5)' 

The decomposition (2.9) of the metric g,," holds 
locally, at least, over that coordinate patch on which 
representation (2.6), with X4 = e, is valid. Furthermore, 
the stated decomposition of the curved metric has gen­
eral tensorial character. 15 The adapted coordinates 
{x"}, however, are preferred coordinates, as are the 
Galilean coordinates in sperial relativity, for they bring 
the flat part of the curved metric g,," to the canonical 
Minkowskian form TI" •. In paper I we have shown, for 
the general local embedding scheme, that the introduc­
tion of this special kind of preferred coordinates re­
duces the general covariance of the theory, investing 
Einstein's theory of gravitation with a new restricted 
covariance under a group of transformations which rep­
resents an enlargement of the Poincare group. 15 For 
class 1 space-time this group corresponds to five-di­
mensional rotations and translations in M (5)' 

3. COVARIANT DERIVATIVES IN THE EMBEDDING 
FORMALISM 

In this section we present some useful formulas which 
will be needed in the forthcoming discussion. First we 
observe that (2.3) means that the determinant g(x) of the 
space-time metric tensor K" )x) has the property 
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- g(x) = 1 + TlTf"· <P." (x) 1> )x) > 0, (3.1) 

everywhere on the embedded patch. The expression for 
the contravariant metric tensor in E (4)' in terms of the 
adapted coordinates, immediately obtains as 

(3.2) 

where 

(3.3) 

and also 

(3.4) 

These relations hold indeed, for the "fundamental po­
tential" 1>(x) behaves as a scalar field on both (curved 
and flat) space-times. 16 Furthermore, it is interesting 
to observe that the fields g"., TI,,", 1>,,,, 1>;". have ten­
sorial character in both space-times. 17 

Finally, for the Christoffel symbols, in terms of the 
adapted set {x"}, we get the expressions 

{ At. = Tf1>,,," 1>'>' _ Tl1>;" ;.1>;' de! r' (3.5) 
Ill! r 1 + TI 1> ,01>' a - 1 - TI 1>; a1> ;a " •• 

These expressions manifestly define a tensor field 
lr~ .(x), say 1 belonging both in E (4) and M (4)' Indeed, 
they represent a space-time tensor whose components, 
once a set of adapted coordinates is introduced, become 
identical with the components of the affine connection. 
Of course, this result is a "virtue" of the adapted co­
ordinates only, for, clearly, we have to transform these 
quantities differently (as a tensor and as the affine con­
nection) while going to a general set of space-time co­
ordinates. In effect, (3.5) shows that r~. is that part of 
t;J which always transforms as a tensor while using 
general coordinates; i. e., this decomposition of the af­
fine connection preserves its geometric character under 
general transformation of coordinates, since the trans­
formation law obeyed by the Christoffel symbols will not 
mix up the two parts of the affine connection. This re­
sult strongly suggests, as does the concommitant de­
composition of the metric, the very special character of 
the adapted coordinates. 

4. THE SECOND FUNDAMENTAL FORM OF CLASS 
1 SPACE-TIME 

The components of the unit normal to E (4)' at points 
on E (4)' in terms of the {XA} coordinates, can be 
written explicitly as functions of the internal (adapted) 
coordinates {x"}. One finds that 

( N - a1>.I" 
, ,,- (1 +Tf1> •• 1>·v)172 

) N - a t 4- (1+Tl1> •• 1>,")1/2 

(4.1) 

where we define 

(4.2) 

It is well known from the Riemannian geometry of sub-
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spaces that the XA,,, [cf. Eq. (2. 7)J are the components 
of the unit vectors tangent to the xlJ. -parametric lines, 
in terms of the {XA} coordinates. These are vectors in 
1\;1(5) tangent to E (4)' As vectors in E(4)' their covariant 
derivatives respect to g-differentiation are 

(4.3) 

We now calculate the expression for the components 
of the tensor which gives us the second fundamental 
form of the embedded space-time (we call it the 
Gauss Lensor), namely, 

(4.4) 

It is well known that, since the {XA} is a Cartesian set, 
the Gauss tensor is given by 18 

Therefore, using (4. 1) and (4.3), we get 

ar:p;I";V 

The trace of the space-time Gauss tensor is. thus. 

ar:p;/J 
Q=glJ.vQ"v= ;IJ. 

v'1-1J¢;xr:p;x 

5. CONCLUSION: THE ADAPTED COORDINATES 
AS HARMONIC COORDINATES 

(4.5) 

(4.6) 

(4.7) 

We are now in position to prove the connection, stated 
in the Introduction, between our adapted coordinates 
and the harmonic coordinates. Indeed, the de Donder 
condition for harmonic coordinates is 

(5. 1) 

Therefore, according to our previous results, cf. Eq. 
(3.2), (3.3). (3.5), and (4.7), we get 

(5.2) 

Let us recall that the necessary and sufficient condition 
for a curved space-time (immersed in a five-dimen­
sional space) to be a minimal variety is that the Gauss 
tensor be traceless. Thus we conclude: For class 1 
space-time, the necessary and sufficient condition for 
the adapted coordinates to be harmonic coordinates is 
that space-time be a minimal variety. (Clearly so, 
since r:p ,IJ. = 0 corresponds to Minkowski space-time and 
affords a trivial model. ) Incidentally, this fact tells us 
that for a minimal class 1 space-time the "fundamental 
potential" has to satisfy the equation ¢;";IJ. = 0; namely, 
the general covariant homogeneous wave equation in the 
curved space-time manifold generated by the potential 
itself! We wish to remark this fact here, although this 
paper does not explicitly touch on dynamical questions, 

Since the de Donder coordinate condition forms a con­
venient mathematical tool for treating some problems 
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of general relativity, it is certainly interesting to have 
a variational principle, with a clear geometric meaning, 
related with the existance of harmonic coordinates. We 
have shown, for those space-time metrics which admit 
a five-dimensional embedding, that the de Donder con­
dition is essentially equivalent with the requirement that 
curved space-time be a minimal variety. In other 
words, this means that the underlying variational 
principle related with harmonic coordinates is that 
(class 1) space-time must be a solution of the corre­
sponding four-dimensional Plateau's problem. 19 How 
far can we push this principle into physics, we do not 
know. Let us remark, however, that a hopeful analogy 
between the soap film minimal surface and the geometry 
involved in Einstein's field equations was suggested by 
Wheeler some years ago. 19 

To end up, we wish to mention here that the detailed 
study of class 1 space-time deserves some interest by 
itself for, as is well known, many cosmological solutions 
to the Einstein field equations belong to this class. 20 
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An empty spacetime containing a bifurcate non diverging null hypersurface is investigated, and 
conditions are given that are necessary and sufficient for the existence of trapped surfaces near this 
hypersurface to its future. These conditions involve a topological requirement that the two-surface of 
bifurcation be compact and an inequality that must be satisfied by the characteristic data for this 
spacetime-the metric of the two-surface of bifurcation and an arbitrary function given on this 
surface that is shown to be related to angular momentum. The existence of a bifurcate Killing 
horizon in this spacetime is established. Finally. a Kerr spacetime containing bifurcate Killing 
horizons is examined, and results pertaining to the existence of trapped surfaces near these horizons 
to their futures are obtained. These results involve the parameters representing mass and angular 
momentum per unit mass. 

1. INTRODUCTION 

In the gravitational collapse of an object to sufficiently 
small dimensions in an asymptotically flat spacetime, it 
is conjectured that a domain of trapped surfaces is 
formed and bounded by a null hypersurface that eventual­
ly becomes the absolute event horizon. 1 

A trapped surface is a compact, spacelike two-sur­
face having the property that all null geodesics meeting 
it orthogonally converge locally to the future. 2 This 
concept provides for a precise characterization of 
gravitational collapse that has proceeded beyond the 
point of no return. Physically, its existence indicates 
that the gravitational field is so strong that even light 
rays emitted outward from it cannot escape. In addition, 
under rather general conditions, its existence implies 
that the spacetime containing it is singular. 3 

In an asymptotically flat spacetime with a well-de­
fined future null infinity, the absolute event horizon is 
the boundary of the union of all time like and null curves 
that terminate at this future null infinity. 1 This bound­
ary, being a null hypersurface, acts as a one way 
membrane, permitting light, matter, and radiation to 
enter the region not extending to infinity but forbidding 
them to escape. Under rather general conditions, the 
absolute event horizon must have a normal whose 
divergence is positive or zero. 4 

A bifuricate nondiverging null hypersurface is the 
union of two intersecting null hypersurfaces each having 
a normal whose divergence is zero. The space like two­
surface on which these nondiverging null hypersurfaces 
intersect is called the two-surface of bifurcation. It 
follows from the nature of such a hypersurface that it 
represents one possible model for an absolute event 
horizon. Therefore, with the role conjectured for 
trapped surfaces and the absolute event horizon in gra­
vitational collapse and with the possibility that this 
horizon is a bifurcate nondiverging null hypersurface, 
an important problem in the theory of gravitational col­
lapse is the determination of the conditions under which 
trapped surfaces exist near a bifurcate nondiverging 
null hypersurface to its future. 

Important steps toward solving this problem in the 
case of an empty spacetime containing a nondiverging 

1093 Journal of Mathematical Physics, Vol. 16, No.5, May 1975 

null hypersurface were taken by Pajerski and Newman5 

and Demmie and Janis (DJ). " Exploiting the property of 
the Schwarz schild spacetime 7 that the boundary of the 
region containing trapped surfaces is a nondiverging 
null hypersurface, 8 they generalized this spacetime to 
a class of spacetimes each containing a nondiverging 
null hypersurface. Restrictions on the characteristic 
data for these spacetimes that are sufficient for the 
development of trapped surfaces were then determined. 
In the present work, the case of an empty spacetime 
containing a bifurcate nondiverging null hypersurface is 
investigated. 

In Sec. 2 a formalism appropriate for the investiga­
tion will be presented. This formalism is particularly 
useful, since it is well suited for problems involving 
null hypersurfaces and provides for a convenient charac­
terization of trapped surfaces. In Sec. 3 it will be used 
to determine all empty spacetimes containing a bifurcate 
nondiverging null hypersurface and their characteristic 
data. The restrictions on these data and spacetimes 
that constitute necessary and sufficient conditions for 
the existence of trapped surfaces near the bifurcate 
nondiverging null hypersurface to its future will be 
given in Sec. 4. Also in this section the characteristic 
data will be discussed. In particular, evidence will be 
presented there suggesting that a certain piece of these 
data is related to angular momentum. A bifurcate 
Killing horizon is the union of two intersecting null hy­
persurfaces each having a normal that can be nor­
malized to coincide with a Killing vector field. 9 In Sec. 
5 the existence of such a horizon in an empty spacetime 
containing a bifurcate nondiverging null hypersurface 
will be established. This result implies that a Kerr 
spacetime 10 whose angular momentum per unit mass 
does not exceed its mass in magnitude is an example of 
the type of spacetime considered here. Therefore, in 
Sec. 6 the Kerr spacetime will be examined. Finally, 
in Sec. 7 the results of this investigation will be 
summarized and discussed. 

2. THE FORMALISM 

The spin-coefficient formalism of Newman and 
Penrose (NP)U is particularly useful for the investiga­
tion of an empty spacetime containing a bifurcate non-
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diverging null hypersurface. This formalism requires 
introducing into the tangent space at each point of the 
spacetime a null tetrad system, 12 

{D=l"a/ax", fl=n"a/ax", I) = m"a/ax" , 5=m"a/ax"}, 

(2.1) 

that consists of two real null vectors, D and fl, and a 
pair of complex null vectors, 

1) = (51 + iS2)/Y2 and 6 = (51 - iS2)/Y2, 

where 51 and 52 are real, orthonormal, spacelike vec­
tors, and that satisfies the orthonormaUty conditions 

l"n"=-m"m"=1, 

l"l" =n"n" =m"m" =m"m" =0, 

l"m" =l"m" =n"m" =n"m" =0. 

(2.2) 

The components g'" v of the contravariant metric are 
found from (2.2) to be 13 

(2.3) 

The formalism then provides for a set of partial dif­
ferential equations equivalent to the Einstein field equa­
tions for the determination of the g'"v. For an empty 
spacetime these equations are given in terms of the five 
independent physical components 14 of the Weyl tensor 

Cj.1,IIPfJ' 

<Po = - C"vP P l"m vlPm P, 

<Pl= -C"vpi"nvlPm P, 

<P2 = - C"vppm"nvl"rn P, 

1)3 = - C"vppm"nvlPnP, 

</:4 = - C"vpp m"nvmPnP, 

and the twelve spin coefficients, 15 

K=l,,;/n"lv, v=-n,,;vm"nv, 

p=l,,;vm"mv, Il=-n,,;v m "m v, 

a=I,,;;n"m v, >t=-n,,;vm"mv, 

T=l,,;vrn"nv, rr=-n,,;vm"lv, 

CI. = t(l,,;vn"mv - m"jn"m V
), 

{3 =t(l,,; ;z"mv - m" )n"mV), 

'I c~, t(l,,;vn"nv - m,,;iii" nV), 

E = t(l" ;/1" IV - nl" ;vm"lV). 

(2.4) 

(2.5) 

Before exhibiting the NP equations, a class of null 
tetrad systems appropriate for this investigation will be 
given. This class of null tetrad systems, which con­
sists of those systems associated in a particular way 
with a class of null coordinate systems, simplifies 
these equations somewhat. In DJ it was shown that: 

In a spacetime there exists a class of null coordinate 
systems such that anyone of these coordinate systems, 16 

{u,r,xmh (2.6a) 

satisfies the coordinate conditions 17 

(2.6b) 
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and has associated with it a particular null tetrad 
system 

{D, fl, 13, 6}, (2.6c) 

where 

D = a/ar, 

fl=a/au+U a/ar+ xma/axm, 

5=~ma/axm, 

which satisfies the orthonormality conditions (2.2), is 
unique up to spatial rotations 

is =D, A = fl, 6' = exp(iC)6 (2.6d) 

with C = C(u, Xm) = C, and has spin coefficients satisfying 

K=E=O, p=p, T=a+{3. (2.6e) 

The coordinate u in (2. 6a) labels null hypersurfaces, 
u = const, while the coordinate r is an affine param­
eter along null geodesics in u = const, each having the 
null vector D as their tangent and each labeled by the 
xm coordinates. 

From (2.1), (2,2), and (2. 6c) the components g'"v of 
the contravariant metric are 

(2.7) 

With the null tetrad system (2. 6c) chosen, the NP 
equations for an empty spacetime will now be exhibited 
in three classes 18: the commutator equations applied to 
the coordinates, the spin-coefficient equations, and the 
spin-coefficient form of the Bianchi identities. The 
commutator equations applied to the coordinates imply 
that the spin coefficients T, rr, and 11 satisfy 

and the metric variables U, X", and ~m satisfy 

D~m = p~m + a"[m, 

DXm = 2(T~m + T"[m), 

DU=- ('I +y), 

1) ~m _ 6~m = (a - {3)"[m + (~- aHm, 

fl~m _ 6Xm = _ (11 +y _y)~m _ ~lm, 

6U= - v. 

(2.8) 

(2.9a) 

(2.9b) 

(2.9c) 

(2.9d) 

(2. ge) 

(2.9f) 

With (2. 6e) and (2.8) satisfied, the spin-coefficient 
equations for an empty spacetime are 

Dp=p2+ aa, 

Da = 2pa + wo' 
DT= 2PT + 2aT + <Pl' 

Da=(a+T)p+j3a, 

D{3 =p{3 + (a + T)a+ '}J1' 

fly = 2Ta + 2T{3 + Tr+ W2' 

D>t - 5T=P>t + all + r + (a - (3)T, 

Dil - OT=PIl + a>t + TT - (a - {3)T+ 1}J2' 

I)p - 6a= pT - (301. - (3)a- Wl' 
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(2. lOa) 

(2. lOb) 

(2. lOc) 

(2.10d) 

(2. We) 

(2.10£) 

(2. 109) 

(2. 10h) 

(2.10i) 
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oa - 6{3 = PJJ. - O"X + aa - {3'j3 - 2~{3 - './!2' 

oX -6JJ. = JJ.r+ (Ii - 3(3)X - W3, 
-

AT-Dv=- 2JJ.T- 27'\+ (Y-Y)T-ii!3' 

~x - 6v=(y - 3y - 2JJ.)X + (3a + 'j3)V-l/!4' 

AJJ. - ov=- JJ.2 - X\ - (y +Y)JJ. + 2{3v+ vi, 

~{:J - oy= - JJ.T+ O"V+ (y -Y - JJ.){3 - aX, 

AO"- OT= - JJ.O" - px - 2{3T+ (3y - Y)O", 

~p- 5T =- JJ.P-O"X- 2aT+(Y+Y)P-l/!2' 

Aa - By =pv- (T+ (3)x + (y - Y - JJ.)a -l/!3' 

(2. IOn 

(2. 10k) 

(2.101) 

(2. 10m) 

(2. IOn) 

(2.100) 

(2. lOp) 

(2. 10q) 

(2. lOr) 

and the spin-coefficient form of the Bianchi identities 
for an empty spacetime are 

Dl/!1 - 5l/!0 = 4pl/!1 - (4a - 'f)wo' 

~l/!o - 6l/!1 = (4y - JJ.)l/!0 - 2(2T + (3)l/!1 + 30"l/!2' 

Di/!2 - 6i/!1 = 3pi/!2 + 2i3'./!1 - XIVO' 

AWl - 6 i/!2 = VWo + 2(y - JJ. )W1 - 3TW2 + 20"1P3' 

Di/!3 - 6l/!2 = 2PW3 + 3Ti/!2 - 2Xl/!1' 

A'./!2 - 0l/!3 = 2vl/!1 - 3JJ.W2 - 2aW3 + 0"q;4' 

DW4 - 6W3 = PQ;4 + 2(a + 2r)l/!3 - 3XQ;2' 

AQ;3 - 0l/!4= 3Vl/!2 - 2(y + 2JJ.)W3 + (4{3 - T)<I'4' 

(2.11a) 

(2.11b) 

(2.11c) 

(2. lld) 

(2.11e) 

(2.llf) 

(2. 11 g) 

(2.11h) 

The formalism presented here provides not only for 
the determination of the metric variables, spin coef­
ficients. and physical Weyl tensor components of an 
empty spacetime, but also for a convenient charac­
terization of trapped surfaces. This characterization 
was discovered by considering the spacelike two-surface 

S(u. y) = {(u, Y, xm) : u and yare constant}. 

In order for stu, y) to be a trapped surface, it must be 
compact and have the property that all null geodesics 
meeting it orthogonally converge locally to the future. 
In DJ it was shown that: 

The space like two-surface 

Stu, y) = {(u, Y, xm) : u and yare constant} 

is a trapped surface if and only if it is compact and 
everywhere on it the spin coefficients p and 11 satisfy 

p > 0 and 11 < O. (2.12) 

The divergence referred to in the definition of a 
trapped surface and a nondiverging null hypersurface is 
the optical scalar 19 t k" ;/l' where the k/l are the com­
ponents of the vector k = k/l a lax"". The spin-coefficient 
form of this quantity and the remaining optical scalars 
for k, the rotation and shear. are 20 

d(k) = tryab(ka.b - Yaebke), 

Y(k) = [t(l<la .bl - Y la 1 cl bl k C) (It'.b - y"dbkd) ]1/2. 

(2. 13a) 

(2. 13b) 

s( k) = [t(k (a.b) - Y (a 1 C 1 b)kC) (ka•b - yadb kd) - d 2 (k)]1 /2, 

(2. 13c) 

respectively. where ka and ka•b are the physical com­
ponents of k/l and (ka);/l' respectively, 
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o 
o 
o 

-1 

is the null form of the Minkowski metric, and the Yabe 
=z Zb""Z v with (z /l)=(l",n",m/l,Yii") are the Ricci 

aA jV c a 

rotation coefficients. 

The spin-coefficient form of Killing's equations is 
also particularly useful for this investigation. A Killing 
veC'tor field is a vector field along whose trajectories 
the metric does not change. 21 The components of a 
Killing vector K = K"" ajax" satisfy Killing's equations 

K(,,;V)=O. 

These equations are equivalent to 

where 

K =K1D +KoA +K20 +K20, 

the K a •
b 

are the physical components of (Ka );,,", and the 
Yabe are the Ricci rotation coefficients. The independent 
equations obtained from these are in any null tetrad 
system (2.1)22: 

DKo = (E + EJKo - KK2 - KK2, 

M1 = - (y + y)Kl - VK2 - vK2, 

OK2 = ~Ko - O"K1 - (a - (3)K2' 

(2. 14a) 

(2. 14b) 

(2. 14c) 

Mo + DKI = (I' + y)Ko - (E + E)Kl + (1T - 'f)K2 + CiT - T)K2 

(2. 14d) 

DK2 + oKo=(1i" + {3 + 7i)Ko- KK1 + (E -E" - p)K2 - O"K2 , 

(2. 14e) 

M2 + OK1 = vKo - (Ii" + (3 + T)Kl + (JJ. +1' -y)K2 + "\K2• 

(2. 14f) 

5K2 + OK2 = (JJ. + "M)Ko - (p + P)Kl + (a - i3)K2 + (a - (3)K2· 

(2. 14g) 

Equations (2.14) are the spin-coefficient form of 
Killing's equations. If K is also hypersurface orthogonal, 
then it must satisfy 23 

K(" ;vKpl =0. 

These equations are equivalent to 

K'a,bKC) =Y (a Idl bKe) Kd. 

The only equation obtained from this that cannot be 
derived from (2.14) is in any null tetrad system (2.1): 

K2 AKo + K1DK2 + KooKl 

= [- (Ii" + {3)Kl + V?2 + JJ.K2]Ko + [iTKo - (E + E)Kl 

+ (E - "E)K2]Kl + [(y + y)Ko - TK2 - 7k 2]K2' (2.15) 

ConSiderable Simplifications result in subsequent 
expreSSions by utilization of the differential operators 
edth, 5, and edth conjugate, 5. 24 To define these 
operators, the notion of a spin-weighted function on a 
two-surface must first be introduced. Consider a space-
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like two-surface So which has in the region {(x"H the 
metric 

dS 0
2 = - p-2(Z, z)dz0 ii, 

where P(z, z) is real and z = (x2 
_ ix3 )/.f2. The tangent 

space at each point of So has a basis 

li o=(1/.f2)pa/oz, 60 = (1/v'2)pajaz . 

A function 1)(z, z) is said to have spin weight s if and only 
if under the rotation of this basis, 

lio = (expi<b)/jo, 

where 'b is real, 1) becomes 

1] = (expiswm. 

The differential operators (5 and ~ are then defined as 

a 
51] = p 1

- s -_- (ps1]) and 
Oe. 

where T] is a function with spin weight s. 

3. EMPTY SPACETIMES CONTAINING A 
BIFURCATE NONDIVERGING NULL HYPERSURFACE 

The problem of determining all empty spacetimes 
containing a bifurcate nondiverging null hypersurface 
can be solved using the formalism presented in Sec. 2. 
For anyone of these spacetimes with a particular null 
coordinate system (2. 6a) and associated null tetrad 
system (2. 6c) introduced in it, the main conditions 
adopted are that in the region {(u, r, x"')} the bifurcate 
nondiverging null hyper surface is given by ur = 0,25 and 
the metric variables, spin coefficients, and physical 
Weyl tensor components are analytic functions of 
(/l. 1". xm). 

Since the implications of these quantities being analy­
tlc functions of (11, r. x"') and the u = ° null hypersurface 
being nondiverging were determined in DJ, the results 
given there that are pertinent to the present investiga­
tion will now be summarized. 26 Subject to these con­
ditions. the NP equations involving D yielded the metric 
vari?bles, spin coefficients, and physical Weyl tensor 
components in terms of a set of functions given on the 
space like two-surface 

So = j(ll, r, xm) : u = 0= r}. 

Some of these functions had conditions placed on them 
in order that the coordinate and tetrad systems chosen 
inlti:llly be specified up to scale transformations, 

_. -
u=AIl, r=A-1r, xm=xm, 

(3. 1) -
D=A-1D, 4=A4, 0=0, 

where it is constant. whereas others were determined 
by the remaining NP equations. The remaining functions 
constitute the characteristic data for this spacetime. 
It was shown that 27: 

The null coordinate system (2. 6a) and associated null 
tetrad system (2. 6c) can be specified up to scale trans­
formations (3. 1) by imposing the conditions 

[~m(O, 0, X")J= (ljv'2) (P, iP), (3.2a) 

where P is real, is an analytic function of (z, z) with 
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z = (x 2 _ ix3 )/v'2, and has spin weight zero, 

/J.(O,O,xm)=o and /J.(O,r,x"'hO for r;tO, 

xm(u,O,x")=O. 

To(Xm) = T(O, 0, xm) = i'Og, 

(3.2b) 

(3.2c) 

(3,2d) 

where g is real, is an analytic function of (z, z), and has 
spin weight zero, 

U(u,O,xm)=o, 

y(u, 0. xm) = 0. 

(3.2e) 

(3. 2f) 

These conditions will be adopted for subsequent con­
siderations. In DJ it was shown that 

In the region {(u, r, xm)} of an empty spacetime con­
taining a nondiverging null hypersurface u = 0, the 
metric variables, spin coefficients, and physical Weyl 
tensor components for this spacetime are determined 
from Eqs. (2.9). (2.10)' and (2.11) by specifying the 
arbitrary functions 

P(xm), To(X"')=T(O,O,Xm
), 

\o(xm)=\(O, 0, x"'), 1.f;iu,O,xm). (3.3) 

The arbitrary functions (3. 3) constitute the charac­
teristic data for an empty spacetime containing a non­
diverging null hypersurface. 

The implications of the r = ° null hypersurface also 
being nondiverging can be determined by considering its 
normal. The general r = const hypersurface has a nor­
mal k, where 

k= ktJ.a/ax"=g""r, }/axtJ. = a/au. 

From this, the r= const hypersurface is spacelike, null. 
or time like according to the sign of 

g/J./z"k" = - 2U 

being positive, zero, or negative, respectively, on r 
= const. That the r= ° hyper surface is null follows from 
(3.2e). Furthermore, from (3. 2c) and (3. 2e) 

4=a/ou 

on ro:=O. Therefore, the r=O hypersurface is a null 
hypersurface whose normal is 4. From (2.12) it follows 
that the normal to this hypersurface has divergence 
J.i.(u, 0, x m), zero rotation, and shear X(u, 0, xm). Equa­
tions (2. 10m) and (2. 10n) and conditions (2.8) and (3.2) 
imply that 

0.(1.1,0, xm) = - /J. 2(U, 0, xm) - X(u, 0, xm)~(u, 0, x m), (3.4a) 

!l(O, 0, xm) = 0, (3.4b) 

~(u, 0, xm) = - 2/J.(u, 0, x"')\(u, 0, xm) - <P4(u, 0, x m
), (3. 4c) 

\(0,0, xm) 0:= il.o(xm). (3.4d) 

Therefore, through these, the characteristic data 
Xo(xm) and <P4(U, 0, x"') determine /J.(u, 0, xm) and iI.(i'!, 0, xm) 
and hence the divergence and shear of the normal to the 
r = ° null hyper surface . Since this hypersurface is 
nondiverging, 

iJ.(u, 0, xm) = 0. 

This and Eq. (3. 4a) imply that 

\(u, O. xm) = 0. 
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Therefore, 

Xo(xm) = X(O, 0, xm) = 0. 

The result X(u,O,xm)=O and Eq. (3.4c) imply that 

l/J4{u' 0, xm) = 0. 

With Xo(xm) and l/J4(U, 0, xm) zero as a result of (3.4) and 
r= ° being nondiverging, it has been established that: 

In the region {(u, r, xm)} of an empty spacetime con­
taining a bifurcate nondiverging null hypersurface ur = 0, 
the metric variables, spin coefficients, and physical 
Weyl tensor components for this spacetime are deter­
mined from Eqs. (2.9), (2.10), and (2.11) by specifying 
the arbitrary functions 

p(xm) and To(Xm) (3.5) 

on the two-surface of bifurcation 

So={(u, r,xm) :u=O=r}. 

The arbitrary functions (3.5) constitute the charac­
teristic data for an empty spacetime containing a bi­
furcate nondiverging null hypersurface. 

The metric variables, spin coefficients, and physical 
Weyl tensor components of this spacetime can be found 
by solving Eqs. (2.9), (2.10), and (2.11) subject to 
(3.2). By dOing this it can be established that: 

In the region {(u, r, xm)} of an empty spacetime con­
taining a bifurcate nondiverging null hyper surface 
ur=O, this spacetime has: 

metric variables: 

U = (iK - 3ToTo)r2 + h~· 5t5K + (3/4Y2}{T05K + To'6K) 

+ i-K2 - 6To ToK + i(5To)2 + t(To~2To - ToCSt5To) 

- (2/Y2) (To 2CS To + To ~To) + 8( To To)2]r3U + ... 

(3.6a) 

xm = 2(To~om + To~o m)r + {[ - (1/2Y2)5K + 31'oK - 6To1'02 

- fi52To + (3/Y2) 1'o8"To + (3/Y2)To8"Tol~om 

+ [( - 1/2Y2)'6K + 3T oK - 6T027'0 + it55To - (3/Y2)T05To 

+ (3/v'2)To'6ToJ~om}r2u + ... + Xt(x")r 1.1 Ul + "', 

(3.6b) 

~m = ~o m + {( iK - To To)~o m + [(1/Y2)'6To - T02lfom} ru 

+···+~t(x")rjui+ ... ; (3.6c) 

spin coefficients: 

p = (iK - ToTo)U + [i-K2 - To ToK + 2(To1'o)2 

+ i(CSTo)(5~0) - (l/Y2)To 2i5~0 - (l/Y2)To ~Tolru2 + ... 

(3.7a) 

0= [(1/Y2)CSTo - T02lu + [- tcs2K + (2/Y2}Tot5K - 4T02K 

+ (1/4V2)'625To - 2 To'65To + (6/V2}T025To - (2/V2}To Tots To 

+ To'6K ) + 6To 7' oK - 5( To 1'0)2 - ~(?5To)2 + ~(To15i5To 

- T052To) + (15To)(5~}lr2u + ... + iJ. /xm)ri+lu l 

+ "', 

x = [(l/V2)5r+ ~lr+ [- ii52K + (1/V2}T05K + ~T02K 

(3.7c) 

+ (3/2V2)K5:;:0 - (1/4V2)t53To + rro~To - (3/V2}ToT05~ 

- 5 To1'03 + iTo~2~ + (5To)~To)lr2u + ... 

(3.7d) 

T = To + [- (1/2V2)15K + ~T oK + il5iSTo - (3/V2}T oiSTo 

+ (2/V2)To15To - 4T02Tolru + ... + T/(xm)riu i + "', (3.7e) 

-
v=-oU, 

Q' = (Q'o + i~o) + UT oK - 2To T02 + (1/2V2}ToiSTa 

+ (iK - To1'o)Q'o + [- (1/V2)5~ + T02lao}ru + ... 

+ Q' j(xm)rlu 1+ "', 

p = (- ao + iTo) + {- (1/2V2)'6K + iT oK 

+ (3/2V2)1'oCS To + m8"To 

(3.7f) 

(3.7g) 

- (3/V2)To8"To - 2 T021'o + [(l/V2)CSTo - T02la o + (- iK 

+ To To)ao}ru + ... + {3 i(xm)rju l + "', (3.7h) 

y = [- iK + 3 ToTo + (l/V2)t5To + 2ao To - 2aoTolr 

+ {- t515K + (1/4V2)T05K - (5/2V2)Tot5K - tK2 

+ (3/2Y2)K5To 

+ 9 ToToK + (1/4V2)'652To - i(5To)2 + fTot5iSTo - tT052To 

- (6/Y2)ToT05To + (5/2Y2)T025~ + (7/2Y2)T02t5To 

-12(ToTo)2 

+ [( - 1/2V2)'6K + 3T oK + it5i5To 

- (3/V2) T05 To + (3/V2)To'6To 

- 6 T02Tolao + [(1/2V2)5K - 3ToK + ~2To - (3/V2)T05To 

- (3/V2) T05To + 61'02Tolao}r2u + ... + y i(xm)ri+lu i 

+ .... 
J (3.7i) 

physical Weyl tensor components: 

l/Jo= [- ics2K + (2/V2) Tol'SK - 3T02K + (l/4V2)152jSTo - 2To155To 

(3.8a) 

'PI = [( - 1/2V2)'6K + ~T oK + il'S8"To - (3/V2)T05Tolu + ... 

+ l/Jll(xm)riu i+1 + "', (3.8b) 

(3.8c) 

(3.8d) 

+ 4T03To + (1/Y2)Kl'STolru
2 

+ ... + o;(xm)r
l
u

i
+
1 

+ "', l/J4= [- ti52K - (2/Y2)To8"K - 3KT02 + (1/4Y2)tf3T
o 

+ 2ToifTo 

(3.7b) + (6/V2)T025Tolr2 + ... + l/J4
i(xm)ri+2u i + ... ; (3.8e) 

whereK=iS(5lnP, Q'0=(1/2V2)i5lnP, andi=0,1,2, .... 
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The general form of these expressions in powers of u 
and r can be established by mathematical induction 28 

and is an important consequence of the existence of a 
bifurcate nondiverging null hypersurface. 

4. NECESSARY AND SUFFICIENT CONDITIONS FOR 
THE EXISTENCE OF TRAPPED SURFACES 

An empty spacetime containing a bifurcate nondi­
verging null hypersurface will be considered, and 
necessary and sufficient conditions will be given for the 
existence of trapped surfaces near this hyper surface to 
its future. 

Consider a region {(u, r, x"')} in this spacetime con­
taining a bifurcate nondiverging null hypersurface ur 
= O. The future or ur == ° is the set 

{(u,Y,x"') :u>O and Y>O}. 

The two- surface of bifurcation, So, separates ur == 0 into 
four components: the r>O, r<O, u>O, andu<O 
branches given by 

{(u,r,x"');u==o and r>O}, 

flu, r, xm): U > 0 and r== Or, 
respectively. 

flu, r, xm): U ==0 and r< o}, 

f(u,r,x m
) :u<O and r=O}, 

Since both the u == ° and r == 0 null hypersurfaces are 
nondiverging, it follows from the sufficient conditions 
for the existence of trapped surfaces given in DJ that: 

In the region flu, r, x"')} of an empty spacetime con­
taining a bifurcate nondiverging null hypersurface ur 
= 0, trapped surfaces exist to the future of this hyper­
surface if 

So is compact 

and the characteristic data P and To satisfy 

tK - ToTo> 0 everywhere on So 

(4.1a) 

(4.1b) 

where K =E"j')lnP is the Gaussian curvature of 50 •
29 

It is possible to extend this result to one for which 
(4.1a) and (4. Ib) are both necessary and sufficient con­
ditions for the existence of trapped surfaces by 
specifying more precisely their location. 

Consider the two-surface S(uo, ro) in the region 
{(u, r, x"')}. An E-neighborhood of S(uo' Yo) is the set 

N,(uo,ro)=={(u,r,x"'): \u-uol<e, Ir-ro\ <E} 

A neighborhood of S(u o• ro) is a set N such that 

(1) S(uo, ro) is contained in N 

(2) For every point (u ' , r', xm/) in N there exists an 
E > 0 such that N,(u', r') is contained in N. 

Clearly an E-neighborhood of S(uo' ro) is a neighborhood 
of S(uo' Yo). 

With these definitions given, it will now be shown that 

In the region {(u, r, xmn of an empty spacetime con­
taining a bifurcate nondiverging null hypersurface ur 
= 0, trapped surfaces exist to the future of ur = 0 in 
every neighborhood of So and all two-surfaces S(u, r) 
contained in the r> 0 and u> 0 branches of this hyper­
surface if and only if 
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So is compact (4.2) 

and the characteristic data P and To satisfy 

tK - ToTo> ° everywhere on So, 

where K ==E"tS InP is the Gaussian curvature of So' 

Proof: ConSider a region {(u, r, x"')} of an empty space­
time containing a bifurcate nondiverging null hypersur­
face ur""O. 

Suppose that there exist trapped surfaces to the future 
of ur=O in every neighborhood of So and all two-sur­
faces stu, r) contained in the r> 0 and u> 0 branches of 
ur=O. Let N be some neighborhood of So' Then there 
exists a trapped surface stu, r) in N. Since stu, r) is 
compact and for fixed u and y the function 

f I.,Y) : So -S(u, r). where fl. ,'1 (0, 0, x"') = (u, r, x"'). 

is a homeomorphism of So onto stu, r), So is also com­
pact. Now, consider any two-surface S(O, Yo) in the 
r>Obranchofuy=O. Let {N1/n(O,Yol}, n=I,2, ... , be 
a sequence of E neighborhoods of S(O, ro). Then for each 
1'1 there exists a trapped surface S(u n, r,,) in Nl/n(O, ro}. 
Since the spin coefficients p and /l are continuous func­
tions of (u, r, xm) and are given by (3. 7a) and (3. 7c), 
respectively, it follows that 

lim p(un, r n, x"') = p(O, Yo' Xlfl) = 0 

and 

lim /.L(u n• r n' x"') = /l(0. ro, x'") = - (tK - ToTo)ro. 
n·~ 

From these, since the Stun' rn) are trapped surfaces 
and hence by (2.12) p> ° and /l < 0 everywhere on 
Stun' r n), it follows that tK - ToTo? 0 everywhere on So. 
The pOSsibility that tK - ToTo =0 everywhere on So 
is inconsistent with (3. 2b). Therefore, 1K - ToTo>' 0 
everywhere on So' 

Conversely, suppose that So is compact and every­
where on it tK - ToTo> O. Let 5(0, ro) be any two-surface 
contained in the r> 0 branch of Uy = 0 and let N be any 
neighborhood of S(O, ro). Then there exists an E > 0 such 
that N,eO, Yo) is contained in N. From (3, 7a) and (3. 7c), 
E can be chosen sufficiently small that p> 0 and /l < 0 in 
the intersection of NeCO, ro) and the future of ur=O, 
since ~K - ToTo> 0 everywhere on So' Let S(u, y) be any 
two-surface in the intersection of N.(O, ro) and the future 
of ur= O. Then p> 0 and /l < 0 everywhere on stu, r). 
Furthermore, since So is compact and is homeomorphic 
to Stu, r) as previously shown, S(u, r) is also compact. 
Hence by (2.12), S(u, r) is a trapped surface. Therefore, 
trapped surfaces exist to the future of ur == 0 in every 
neighborhood of all two- surfaces contained in the r> 0 
branch of Uy=O. Similarly, it can be shown that trapped 
surfaces exist to the future of uy = 0 in every neighbor­
hood of So and all two-surfaces contained in the Ii> 0 
branch of ur = O. QED 

Consider the characteristic data (3.5). The function 
P is the most important of (3. 5) for the existence of 
trapped surfaces, since unless the space like two-surface 
So with induced covariant metric, ds o

z = - r 2 dZ0dz, 
has strictly positive Gaussian curvature, K =5tS lnP, 
there is nO possibility of satisfying (4. Ib). In the case 
of a spherically symmetric spacetime it is known that 
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So is a two-sphere with K> O. 27 Although in the case of 
an arbitrary spacetime So may be chosen to be a two­
sphere, there do exist other compact two-surfaces with 
strictly positive Gaussian curvature, 30 and hence this 
choice is not imperative. 

Although a compact So with K> 0 is essential for the 
existence of trapped surfaces according to (4. 2), this is 
not the only consequence of these conditions. It follows 
from these conditions and the Gauss-Bonnet theorem 
that So is topologically a two-sphere. 31 Furthermore, 
under these conditions, the u = 0 and r = 0 nondiverging 
null hypersurfaces must each be topologically the pro­
duct of a two-sphere and the real line. 

The function To in (3.5) is also very important for the 
existence of trapped surfaces, since even if K> 0, the 
magnitude of To could be sufficiently large that (4. Ib) is 
violated. This possibility suggests that there may exist 
a relationship between To and angular momentum. That 
such a relationship exists was shown in DJ for the 
linearized Kerr spacetime and will later be shown for 
the Kerr spacetime. 

Additional evidence that To is related to angular mo­
mentum can be given by censidering the propagatien .of 
the null tetrad system (2. Bc) alcng the generatcrs of 
ur = O. A tetrad system is nermally said te be prcpa­
gated with cut rctaticn along a time like curve if and only 
if it is Fermi propagated alcng this curve, which in 
the case of a time like geodesic is equivalent to being 
parallelly propagated. 32 If this nction is extended to null 
geodesics, then it can be said that the null tetrad sys­
tem (2, Bc) is prepagated with .out retation aleng the gen­
erators .of ur=O if and .only if it is parallelly prepagated 
aleng them. From (2.5), subject te the cenditiens 
(2. Be), (2.8), and (3.2), it fellews that 

and 

on u=O and 

and 

en r= O. Therefere, since (2. 7e) implies that T= To 
everywhere en ur=O, the null tetrad system (2. 5c) is 
parallelly prepagated aleng the generatcrs .of ur = ° if 
and .only if To = 0. 

5. EXISTENCE OF A BIFURCATE KILLING HORIZON 

The existence .of a bifurcate Killing herizon in an 
empty spacetime centaining a bifurcate nendiverging 
null hypersurface will new be established. More 
precisely, it will be shewn that: 

A pair .of intersecting null hypersurfaces in an empty 
spacetime is a bifurcate Killing hcrizen if and .only if it 
is a bifUrcate nendiverging null hypersurface, 

(5,1) 

Proof: Suppose AI is a spacetime centaining a bifurcate 
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Killing horizen H = H 1 U H2 fer the Killing vecter field 
K. In AI introduce a null ceerdinate system (2. Ba) and 
asseciated null tetrad system (2. Bc) such that the con­
ditiens (2. Bb), (2. Be), and (3.2) are satisfied for (2. Ba) 
and (2. Bc), H1 is given by u=O, and H2 is given r=O. 
Since H1 and H2 are Killing horizons fer K, 

K = KID + KoA + Ki; + Kz'j 

must satisfy 

Ko =K2 = ° and K1 'I' ° everywhere en H1 (5.2a) 

and 

K1=K2=O and Ko'l'O everywhere en H2. (5.2b) 

Frem (2. 13a) and (2. Be) the divergence .of D is - p and 
from (2. 13a), (2.8), and (3. 2f) the divergence of A on 
H2 is JJ. evaluated on H2 • Equation (2. 14g) and (5. 2a) im­
ply that p = ° on H l' Similarly, Eq. (2. 14g) and (5. 2b) 
imply that JJ. = 0 on Hz. Therefore, Hl and H2 are both 
nondiverging null hypersurfaces, and hence H is a 
bifurcate nondiverging null hypersurface. 

Conversely, suppose that M is an empty spacetime 
containing a bifurcate nondiverging null hypersurface H. 
In M introduce a null coordinate system (2. Ba) and as­
sociat~d null tetrad system (2. 6c) such that the con­
diti.ons (2. 6b), (2.6e), and (3.2) are satisfied for (2. 6a) 
and (2. 6c) and H is given by ur=O. Consider the vecter 
field 

K =K1D +KoA +K25 +K2o, 
where 

Ko=au, Kl = - a(r+ Uu), 

and 

(5.3) 

with a being a nonzere real number. Also, consider the 
spin-coefficient form of Killing's equations, Eqs. (2.14), 
expressed in the null coordinate and tetrad system 
introduced into M. Since 

DKo=O, 

K satisfies Eq. (2. 14a). By Eq. (2.9c), 

Mo +DKl =a- a(I +uDU) =au(y +y)=(y +y)Ko' 

Therefore, K satisfies Eq. (2. 14d). Similarly after a 
slightly more tedious calculation using Eqs. (2.9a) and 
(2.9b), it can be shown that K satisfies Eq. (2. 14e). 
Thus far the bifurcate ncndiverging null hypersurface 
property .of H was not needed to establish that K satisfies 
Eqs. (2. 14a), (2. 14d), and (2. 14e). This property, 
however, is essential for K to satisfy the remaining 
equations of (2.14). After some very tedious calculations 
employing Eqs. (2.9), it can be shewn that K satisfies 
Eqs. (2. 14b), (2. 14c), (2. 14f), and (2. 14g) if and only 
if K satisfies the equatiens 

(ra/ar-ua/au - 2)U=O, 

e(uo jou - ro jorH3 = ~3 (uo jou - ro jorH2, 

~2(uojou - rojor+ 1)X3= ~3(uojou - rojor+ 1)X2 

~2(UO jau - ra jorlP - p(uo jou - ro jar)~3 

= e(uiljou - rojorYP - p(uojou - ro jor)e, 
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respectively. From the form of U, X"', and ~'" in powers 
of u and r that is given by (2. 6) and that, as indicated 
previously, is a consequence of ur:= 0 being a bifurcate 
nondiverging null hypersurface, it follows immediately 
that these equations are satisfied by U, X .. , and ~ ... 
Thus K satisfies Eqs. (2.14) and is therefore a Killing 
vector field. Furthermore, from these expressions for 
Ko, K l , and K2 and from (3.6) 

K = - arDon u := 0 

and 

K :=auA on r=O. 

Therefore, u=O and r=O are Killing horizons for K and 
hence ur = 0 is a bifurcate Killing horizon for K. QED 

From the proof of (5. 1) it follows that: 

For an empty spacetime containing a bifurcate non­
diverging null hypersurface H there exists a Killing 
vector field K given in the region flu, r, xm)} by 

(5.4) 

where a is a real constant, having H, which in flu, r, xm)} 
is given by ur:= 0, for a bifurcate Killing horizon. 

The condition (3. 2c) and the expression for K given in 
(5.4) imply that K vanishes on So and therefore So is a 
fixed point surface for K. On u:= 0 or r:= 0, So separates 
each nondiverging, nonrotating, and shear-free null 
geodesic generator of one branch from its continuation 
on the other branch. 

Near So the branches of ur:=O, divide the spacetime 
into four disjoint open parts such that the trajectories 
of K are timelike in two of these regions and space like 
in the others. An examination of the square of the norm 
of K, g(K. K):= (KIKo - K.j(2) , reveals that 

g(K,K):= - 2a2ur+ '" + ( )uiri + "', i:= 1, 2, .... 

Therefore, at least for small lui or I r I, K is timelike 
in the regions where ur < 0 and space like in the regions 
where ur> O. Hence an empty spacetime containing a 
bifurcate nondiverging null hypersurface is locally 
stationary. 

If K is a hypersurface orthogonal Killing vector field, 
then Ko, K 1 , and K2 must satisfy Eq. (2.15) in addition 
to Eqs. (2. 14). By substituting these quantities in Eq. 
(2.15) and examining this equation in powers of u, it 
can be shown that To must satisfy 

(5.5) 

The tedious nature of the calculations required to find 
possible further conditions resulting from K satisfying 
Eq. (2.15) inhibits the search for them. Thus conditions 
other than (5.5) have not been determined. 

6. BIFURCATE NONDIVERGING NULL 
HYPERSURFACES AND THE KERR SPACETIME 

The Kerr spacetime 10 will now be examined as an 
example of an empty spacetime that contains a bifurcate 
nondiverging null hypersurface. This spacetime has a 
metric that depends on two parameters, m and a, rep­
resenting mass and angular momentum per unit mass, 
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respectively. That it is an appropriate example follows 
from its containing, when a2 < m2

, the bifurcate Killing 
horizons H,. for the Killing vector fields K., 33 respec­
tively, where in the region flu, Y, e, <p)} 

H.:= (it, Y, Il, (f»: r:= r.:=m ±(m2 _ a2)1/2} 

and 

The characteristic data that determine the Kerr 
spacetime in the regions containing H. will now be ob­
tained. To accomplish this, the contravariant metric 
tensor, whose components in {(it, r, e, cp)} are 34 

1 

- a2 sin2e ;2 + a2 0 -a 

r2 + a2 -(r2_2mr+a2 ) 0 a 
x 

0 0 -1 0 

-a a 0 - csc2e 
must first be expressed in a null coordinate system 
{u, r, x"'} such that the conditions (2.6) and (3.2) are 
satisfied by {u, r, x"'} and its associated null tetrad 
system and H. is given by ur:=O. Once this is done, the 
characteristic data (~om) and To can be determined from 
(2.7), (2.9b), and (3.6). By considering coordinate 
transformations of the form 

u :=Ao + Al(r - rJ + A 2(r - r.? + "', 

r:= Bl(r - rJ + B2(r - r.)2 + "', 

Xk:= Y/+ Y/(r- rJ + Y/(r - rJ2 +''', 

where the Ai, B i+l , and yik, i=O,l, "', are functions 
of (ii, e, 1», and requiring as implied by the conditions 
(2.6) and (3.2) that the resulting (gIL") satisfy 

gOIL:=6~, glk(U,O,X"'):=O, 

gll(U, 0, xm):= 0, Cigll(u, 0, x"')/ilr:= 0, 

it can be shown after some tedious calculations that, by 
taking 

A _ 2(r. + a2 cos2e) (- (r. - r.) -) 
0-- (r.-r.) exp 2(r!+fi!) u , 

• .2 2 2-)1/2 (r.-r.)-) 
Bl = C,. + a cos e exp 2(r! + a2 ) u , 

Y02:=e, Yo3=~-a~/(r;+a2), 

Y12:= 2a2 sine cosel( r. - r.) (r! + a2 cos2e). 
and 

Y 13=a(r!+a2 cos2e)j(r;+a2)2, 

enough terms in these coordinate transformations are 
obtained to enable (~o"') and To to be calculated, After 
calculating g"'n and gl"', it then follows from 
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and 

DXm(O, r, Xl) = (To~om + TO "[0 m) =glm(o, r, xl)/r 

. = lim glm(u, r, xl)/r 
r~O 

that the characteristic data (~o m) and To are 

1 [1 i(r.+a2coS28)1/2] 
(~om)= 72 (r!+a2 COS2W/ 2 ' (r!+a2)sin8 

and (6.1a) 

(6.1b) 

With the characteristic data (6.1) determined it is 
possible to address the question of the existence of 
trapped surfaces in the Ke:r::r spacetime near the bi­
furcate Killing horizons H.'. Since So is compact, trapped 
surfaces exist as described in (4.2) if and only if 

tK - ToTo> 0 everywhere on So, 

where K is the Gaussian curvature of So' 

(6.2) 

To examine this inequality, K must first be calculated. 
The metric of So, 

2 . .2 2 2) 2 (~+a2)2 sin28 d,h2, 
- ds o = ('r. + a cos 8 d8 + (? + a2 cos28) '¥ 

can be expressed as 

-ds0
2 = 81081 + 8z0 8z, 

where 

81 = (r! + a 2 cos28)1 /z d8 

and 

82 = l(r! + a2) sin8/(r! + a2 COSZ8)1/2] dcf>. 

The first structural equations 28 

d8l = W12 A 82 and d8z = W2l A 81' 

where d is the exterior derivative and A indicates ex­
terior multiplication, yield the connection form 

W12=«r.+a2)2 cos8/(r,+a2 cos28f]dcf> 

The second structural equation 28 

dw 12 =-Kel A82 

then yields the Gaussian curvature 

K=(~+a2)(r.-3a2 cos28)/(r.+a2 cos28)3, (6.3) 

in agreement with the work of Smarr. 35 

In order that there is any possibility of satisfying 
(6.2), K must be strictly positive on So' From (6.3), 
K> 0 on So if and only if 

r.- 3a2 > 0, 

where the H+" or H_" sign is used when So is the fixed 
point two- surface of the bifurcate Killing borizon H + or 
H_, respectively. In terms of ~= lal/m these conditions 
become 
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An examination of the functions 

f tW = [1 ± (1- e?/212 
- 3e 

shows that f.(~) > 0 for 0 '" ~ < ../3 /2 andfJO < 0 for all ~ . 
Therefore, K> 0 for So on H+ if and only if 0 '" ~ < ../3/2 
and K ",0 for So on H_. With these results and (4.2) it 
has been established that: 

In the region {(u, r, 8, cf>)} of the Kerr spacetime con­
taining either the bifurcate nondiverging null hypersur­
face H+ or H_, 

(1) if a2/m 2 ~ 3/4, then for So or any two-surface 
S(u, r) contained in the r> 0 or u > 0 branches of H+ there 
exists a neighborhood of So or S(u, r), respectively, that 
contains no trapped surfaces in the region common to it 
and the future of H +' and 

(6.4) 

(2) for So or any two-surface S(u, r) contained in the 
r> 0 or u > 0 branches of H_ there exists a neighborhood 
of So or S(u, r), respectively, that contains no trapped 
surfaces in the region common to it and the future of H_. 

To obtain a positive result concerning the existence 
of trapped surfaces to the future of H+, the entire in­
equality (6.2) must be considered. From (6. Ib) and 
(6.3), this inequality becomes 

Clearly, this holds if and only if the quantity in braces 
is strictly positive. In terms of ~ and after some 
simplification this quantity can be rewritten as 

where 

F(~, e) = 2[1 + (1 - ~2)1/2p {2[1 + (1 - ~2)1/21_ eo + 3 cos28)f 

- ~2[(3 _ 2e) + (1- ~2)1/2 (3 - te sin28) 12 sin2 8. 

Thus the problem of determining the criterion for the 
existence of trapped surfaces to the future of H + as 
described by (4.2) becomes a problem of determining 
the value of~, ~o, such that F(~, 8»0 for all~, 
o '" ~ < ~o, and for all 8, 0 '" 8 '" 1T. That ;0 falls between 
o and ../3/2 follows from F(O, e) > 0 for all 8, 0"" e '" 1T, 
and F(../3/2, 0)=0. 

Even though F(~, 8) is rather cumbersome, it is 
possible to make an exact determination of ~o' A calcu­
lation of aF(~, e)/a8 shows that aF(~, 8)/08 is zero when 
e is 0, 1T/2, 1T. When a2F(~, e)/ae2 is evaluated at 8=0, 
1T /2, 1T, it is found that 

a2 F(~, 0)/ae2 = a2 F(~, 1T)/ae2 > 0 

and 

a2F(~, 1T/2)/ae2 < 0 

for all ~, 0 < ~ < 1. Therefore, for fixed ~. 0 < ~ < 1, 
the minimum value of F( ~, e) on the interval 0 "" e "" 1T 
occurs at e=o, since F(~, e) is continuous on 0"" e "'1T 
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and F(~, 0) =F(~, 7T). This result implies that F(~, e) > 0 
for all e, 0 ~e ~7T, if and only if F(~,O»O. The ex­
pression for F( ~, e) implies that F(~, 0) > 0 if an only if 
f.( 0 > O. Therefore, since f.( ~) > 0 for all ~, 
o ~ ~ < V3/2, ~o must be V3/2. 

With ~o determined, it follows from (4.2) and (6.4) 
that: 

In the region {u, r, e, cp, } of the Kerr spacetime con­
taining the bifurcate nondiverging null hypersurface H +' 
trapped surfaces exist to the future of H+ in every 
neighborhood of So and all two-surfaces S(u, r) contained 
in the r> 0 and u> 0 branches of H + if and only if 
0~a2/m2<3j4. 

(6.5) 

7. SUMMARY AND DISCUSSION 

In this work an investigation of an empty spacetime 
containing a bifurcate nondiverging null hypersurface 
was undertaken. Its principle objective was to deter­
mine conditions that are necessary and sufficient for the 
existence of trapped surfaces near this hypersurface to 
its future. 

A formalism appropriate for this investigation was 
presented in Sec. 2. 

This formalism was then used in Sec. 3 to determine 
all empty spacetimes containing a bifurcate nondiverging 
null hypersurface and their characteristic data. There 
it was shown that the metric variables, spin coefficients, 
and physical Weyl tensor components of one such space­
time are determined in the region {(u, r, xm)} containing 
the bifurcate nondiverging null hypersurface ur=O by 
specifying the arbitrary functions (3. 5)-P(xm), which 
determines the induced metric dS 0

2 = - p-2 dz (\I dz of the 
two-surface of bifurcation So = {(u, r, Xm) : u = 0 = r}, and 
Toc-x:m). Furthermore, the first few terms in the power 
series expansion of these quantities as well as the gen­
eral form of these series in powers of u and r are dis­
played there in (3.6), (3.7), and (3.8). 

In Sec. 4 conditions that are necessary and sufficient 
for the existence of trapped surfaces in this spacetime 
near the bifurcate nondiverging null hypersurface to its 
future were given. The main result of this section is 
(4.2), which states that, in the region {(u, r, Xm)} of an 
empty spacetime containing a bifurcate nondiverging null 
hypersurface ur= 0, trapped surfaces exist to the 
future of ur = 0 in every neighborhood of So and all two­
surfaces S(u, r) contained in the r> 0 and u> 0 branches 
of ur = 0 if and only if So is compact and the characteris­
tic data P and To satisfy (4. Ib), tK - ToTo> 0 everywhere 
on So' where K =15(51nP is the Gaussian curvature of So. 
Also in this section the characteristic data (3.5) were 
discussed. Of particular importance in this discussion 
is the evidence presented in support of the interpreta­
tion of To in terms of angular momentum. 

The role of K in the criteria (4.1) for the existence of 
trapped surfaces suggests that the collapse of an object 
maintaining a cylindrical or torroidal shape during col­
lapse will not result in the formation of trapped sur­
faces, since a cylinder has zero Gaussian curvature 36 

and a torus has regions of negative Gaussian curva-
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ture. 36 Indeed, it has been shown that at least one cyl­
indrical collapse model results in complete collapse 
to a singularity without the formation of trapped sur­
faces. 36 Furthermore, the role of To in these criteria 
and its relationship to angular momentum emphasizes 
the importance of angular momentum for determining 
whether or not trapped surfaces are formed during 
gra vitational collapse. 

In Sec. 5 it was shown that a pair of intersecting null 
hypersurfaces in an empty spacetime is a bifurcate non­
diverging null hypersurface if and only if it is a bifurcate 
Killing horizon. This result establishes the existence of 
a bifurcate Killing horizon in an empty spacetime con­
taining a bifurcate nondiverging null hypersurface. 
Moreover, it was shown in this section that, in the re­
gion {(u, r, xm} of such a spacetime with this hypersur­
face given by ur= 0, the Killing vector field having ur 
= 0 as its bifurcate Killing horizon is 
K = a(ua jau - ra jar + 2uXma jaxm ), where a is a real 
constant. 

The previously known result that a Killing horizon is 
a nondiverging null hypersurface 37 formed the basis for 
the widely held belief that trapped surfaces can always 
be found in the region interior to a Killing horizon. 38 

However, it follows from (4.2) that if (4. Ib) is not 
satisfied, then trapped surfaces do not eXist near a 
bifurcate Killing horizon to its future. Thus, this belief 
is not supported by the results of this investigation. 

Since the Kerr spacetime, when a2 < m 2
, contains the 

bifurcate Killing horizons H., which by (5.1) are bi­
furcate nondiverging null hypersurfaces, this space­
time was examined in Sec. 6. After determining the 
characteristic data (6. 1), two results pertaining to the 
existence of trapped surfaces were obtained. An ex­
amination of the Gaussian curvature (6.3) of the two­
surfaces of bifurcation for H. yielded the first of these 
(6.4) which asserts that trapped surfaces do not exist 
near H_ to its future and trapped surfaces do not exist 
near H+ to its future if a2 jm2 ~ 3j4. A positive result 
pertaining to the existence of trapped surfaces was ob­
tained by considering the inequality (4. Ib). This result 
is (6.5) which asserts that trapped surfaces exist near 
H+ to its future if and only if 0 ~a2/m2< 3j4. 
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We develop variational principles and variational identities for bound state and continuum 
wavefunctions in a general context. paying particular attention to the proper choice of defining 
equations and boundary conditions which will lead to unique and unambiguous wavefunctions even 
when these functions are complex. Any functional, such as a matrix element, calculated with such a 
variationally determined wavefunction, will also be accurate to second order in the error of the 
starting choice. This provides, therefore, an alternative procedure for getting variational estimates of 
matrix elements to the one that already exists in the literature and we establish the equivalence of 
the two. Of even more interest is the possibility which now seems open of going beyond the 
variational principle and generating "supervariational" estimates of wavefunctions and matrix elements 
which are good to better than second order. We also give a simple prescription for the construction 
of variational identities for wavefunctions, that is, identities which lead readily to variational 
principles and, more significantly, might well serve as a starting point for the development of 
variational bounds. 

1. INTRODUCTION 

In a series of papers, 1-5 we have addressed our­
selves to the general construction of variational esti­
mates of functionals F(¢), where the ¢ are unknown 
functions whose defining equations are too complicated 
to be solved for exactly. Typically, in the quantum­
mechanical problem, 6 F(¢) may be a matrix element of 
some operator between wavefunctions ¢ which are de­
fined through the appropriate Schrodinger equation and 
boundary conditions. We showed in Ref. 2 that there is 
a simple and direct method for writing down a varia­
tional expreSSion Fv= (F(¢t»v in terms of trial solutions 
¢t> the expression being guaranteed not to have any 
errors of first order in ¢t - ¢ (= o¢). The same proce­
dure has been noted in a limited way in many places7 in 
the literature, but usually with unnecessarily restrictive 
conditions and without sufficient regard to possible dif­
ficulties associated with uniquely specifying the functions 
involved. In Ref. 1 we gave a general prescription for 
formulating the corresponding "variational identities, " 
which should be useful since they might well serve as 
the starting point for the development of variational 
bounds. 

These general procedures for constructing variational 
prinCiples and identities turn out, however, to be of 
practical significance only when a prescription is given 
for obtaining trial apprOximations to the various func­
tions that are involved in the variational expression. A 
basic shortcoming, which has held up wider applications 
of such general variational principles, has been that no 
such procedure was known which would work in general 
and would be ambiguity-free and singularity-free. This 
has now been overcome, at least formally, for bound 
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states in Ref. 3 and for continuum states in Refs. 4 and 
5, where extremum principles that provide such a pro­
cedure were given; some preliminary calculations 
strongly indicate that the approach is a practical one. 
In the light of this development, it seems appropriate 
to take a fresh look at certain problems; some formal 
developments of quite some time ago seem to have been 
aborted without having seen practical application be­
cause of the difficulty of actually using them in any 
meaningful way for nontrivial problems. One such prob­
lem, which is the subject of this paper, is the develop­
ment of variational prinCiples for wavefunctions S

-
lo and 

the subsequent use of these variationally good wave­
functions in the calculations of various properties of the 
system of interest. 

In the general formulation of a variational prinCiple 
(VP) for a functional F( ¢ ), the fe ature to be emphasized 
is that the variational expression is specific to the func­
tional of interest, depending both on the wavefunctions 
involved and on the operators of interest. When, for 
example, the desired functional is the ground-state en­
ergy of a discrete spectrum, the variational expression 
reduces to the familiar Rayleigh-Ritz principle; if 
some other property of the system is of interest, the 
expression is correspondingly different (and usually 
more complicatedL An alternative procedure for getting 
a variational estimate of F(¢) would be to develop a 
"variationally good" wavefunction ¢v, which, as a wave­
junction, would have no first order error Ii¢ in the 
starting ¢t- Having done this once and for all, it is 
evident that any F(¢J evaluated with such a function will 
automatically be a variational estimate of F(¢), regard­
less of the specific nature of the functional o This then 
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is the motivation of the present paper. The basic pro­
cedure for the construction of a VP for if> is no different 
from the general method we have followed for obtaining 
a VP for F( if» and needs only the identification of the 
functional with the wavefunction itself, that is, F{if»=if>, 
since there is no restriction in the general formulation2 
on the nature of the functional. In fact, in a previous 
paper,1 we derived a VP for gt if> with the dagger repre­
senting some appropriate inner product with a known 
function g when if> is defined by M if> = w, where M is 
some known differential operator and w a given function. 
One might, therefore, expect that with the identification 
g = 6{r - r') for which gt if> = f dr' 6{r - r')if> (r') = if>{r) such 
a VP would follow immediately. 11 This is tI'1:le, but there 
are complications associated with defining uniquely the 
functions if> when one considers bound state and continu­
um functions which are not real; there are still further 
complications when one looks at systems that are not 
invariant under both time reversal and rotation. These 
complications, which did not arise in our earlier work, 12 
and were not considered ,in the existing literatureB

- lO on 
VP's for wavefunctions, 'have never been spelled out 
adequately and have, therefore, remained unappreci­
ated. 13 A main emphasis of this paper is a thorough 
consideration of these problems and a unified presenta­
tion of VP's for wavefunctions of all kinds, where, fur­
thermore, the possibility of any near singularities in 
the Lagrange multipliers that appear in the VP's is to 
be unambigously aVOided. 

The arrangement of the paper is as follows. In Sec. 
2, we first develop a VP for a bound state wavefunction 
when it is purely real. This is the Simplest case and is 
free of troubles arising from the specification of the 
phase of complex wave functions. At the end of Sec. 2, 
we indicate how, even with complex if> , hardly any 
change is necessary so long as the system is invariant 
under rotation and time reversal. In Sec. 3, we ad­
dress ourselves to the general problem at its most 
complicated level when we do not assume such invariance 
and show how the problem of the phase is to be handled 
in setting up the VP. This is not at all an academic con­
sideration since such complications have to be faced for 
systems which have external electric and/or magnetic 
fields present. In Sec. 4, we briefly record, for the 
sake of completeness, a VP for continuum wavefunc­
tions which was essentially contained in a previous 
paper. I Section 5 establishes contact between the two 
procedures for generating a variational estimate of F{if», 
that is, the direct method of previous papers, where we 
construct the variational expression Fv = (F{if>t )v, and 
the eValuation of F{if>v) with the variational wave functions 
derived in the earlier sections of the present paper. We 
demonstrate that, as expected, they can only differ in 
second-order quantities. Throughout, in each section, 
we present along with the VP's the corresponding 
"variational identities" which are expressions which 
give the exact F{if» (not merely a variational estimate) 
in terms of if>p the original unknown functions if> them­
selves, and certain Lagrange multipliers. The merit 
of such identities as compared to the corresponding VP's 
is that they exhibit explicitly the second order" error" 
terms and might serve as an excellent starting point for 
establishing variational bounds on the quantities of in-
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terest,14-I6 We had presented earlier l a Simple, general 
procedure for writing down such identities, and we point 
out here an even simpler one which consists essentially 
of realizing that the "half-way point" in the general 
procedure for constructing VP's is the identity. In Sec. 
6, we indicate briefly the development of "supervaria­
tional principles," made possible by the results of this 
paper for if>v; use of these variationally good wavefunc­
tions as trial functions in the expression (F{if>t»v, that 
is, the use of (F(if>v)v, leads to estimates which are 
good not just to second order but to third or fourth 
order-as opposed to VP's, they will contain no second 
order errors. [Coupled with an iterative procedure of 
starting from a if>t and deriving an improved estimate 
if>v from it the way may be open for generating super­
VP's for wavefunctions, and, therefore, for any F{if», 
which are good to still higher orders; there is no point 
elaborating on this, however, until the practicability of 
super-VP's good to third or fourth order has been 
tested.] The entire development of these sections 
hinges, as regards its practical utility, on being able 
to obtain trial approximations to auxiliary functions that 
are introduced during the construction of the VP 's. In 
the final section, Sec. 7, we discuss briefly how, USing 
methods introduced in Refs. 3-5, possible difficulties 
associated with near Singularities in the defining equa­
tions for these functions can be removed. Subsidiary 
minimum principles are then available to aid in the con­
struction of these trial functions. 

2. VARIATIONAL PRINCIPLE FOR A REAL BOUND 
STATE WAVE FUNCTION 

The construction of a VP for if>, where if> is a real 
bound state wavefunction of energy eigenvalue E asso­
ciated with a real Hamiltonian H follows immediately 
from the general procedure of our earlier papers. l ,2 

The quantity if> is uniquely defined by 

(H-E)if>=O, 

if>tif>= 1. 

(2.1a) 

(2.1b) 

In our notation, taken from Ref. 2, the dagger is under­
stood to imply integration over continuum variables and, 
where appropriate, summation over discrete variables. 
For SimpliCity only, we assume that the state is non­
degenerate. We write then, in terms of some real trial 
approximation ¢p with r or r' the totality of coordinates, 

if>v(r)= if>t(r) + A~t{r,r' )([H{r') - Et]if>t(r')} 

+ Lnt {r)(if>; if>t - 0, (2o 2) 

where we have incorporated the defining equations as 
constraints through the use of trial Lagrange multipliers 
Aat and Lrtt and where E t , a trial estimate of the eigen­
value, would most usually be if>;H if>t, the natural choice 
for it; E t would then be a variational estimate of E. We 
use the subscript n on L nt since Lnt arose in connection 
with the normalization condition, while the subscript a 
on Aat facilitates comparison with a more general case 
in Sec. 3. The form of the multipliers A and L is im­
mediately evident from the nature of the constraints and 
the fact that we are looking for a VP for the function if> 
at any arbitrary point r. Thus Eq. (2. 1 a) is multiplied 
by a two-variable function Aat with integration over a 
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dummy variable r' whereas Eq. (2.1b) is multiplied by 
a one-variable function Ln(r). Aat and Lat in Eq. (2.2) 
are trial approximations to the functions A and L 
which are defined by demanding that Eq. ({ 2) co~ain 
no terms linear in the first-order errors: 

o1>=1>t-1>, oAa=Aat-Aa, oLn=Lnt-Ln• (2.3) 

There are no terms linear in oA and oL because of 
Eqs. (2.1) and we only have to e~amine the term in 01>. 
We find 

01> (r) + A! (r, r') {[H(r') - E]o 1> (r')} 

+ Ln (r)(1>t o1> + o1>t 1»= 0, (2.4) 

Before extracting the defining equations for A and L a n 
from this, we point out that Eq. (2,4) is the variational 
identity associated with the VP, Eq, (2,2). Thus, uSing 
Eqs. (2.1) and (2.3)9 we can rewrite Eq. (2.4) as 

1>(r)= 1>t(r) + A!(r, r') {[H(r') - E]1>t (r')} 

+Ln (r)(1>t1>t+1>I1>-2L (2,5) 

[The passage to the VP can be seen as follows. (H - E)1>t 
is of first-order and (1)t1>t + 1>;1> - 2) differs from (1);1>t 
-1) by a term of second order, (o1>to1». Therefore, the 
right-hand sides of Eqs. (2.2) and (2.5) differ only in 
terms of second order, We will return to this identity 
shortly, but we note now that the result that the identity 
coincides with the equation obtained by setting the terms 
in 01> equal to zero is valid not only for the case under 
consideration but, generally, working with linear and 
nonlinear equations alike, This is a completely general 
prescription for obtaining identities and is superior to 
the one we gave in an earlier paper. 1 That Eq. (2.5) is 
indeed an identity follows by construction. Writing 1>t 
= 1> + 01>, the 1> terms vanish and the 01> terms are as 
in Eq, (2.4) and will vanish because A and L will be a n 
chosen to make them vanish. An explicit check that Eq. 
(2.5) is an identity will be presented shortly.] 

To extract the defining equations for the Lagrange 
multipliers, it is necessary2 to rewrite Eq, (2,4) in the 
form K(r,r')torp(r')=O, where K does not contain dif­
ferential operations in r', so that K (r , r' ) == 0 follows, 
We begin by writing 

A!(r,r'){[H(r') - E]orp(r')} 

= ([H(r') - E]Aa (r, r' Wo 1> (r'), (2.6) 

which follows from the hermiticity of H and the decay 
property of 01>, Further, since we are for the moment 
restricting ourselves to real functions, we have 

o1>t cp = 1>torp, (2.7) 

Writing the first term in Eq, (2.4) as [orr -r'l1t ocp(r'), 
we can set the coefficient of 0 cP (r') equal to zero and 
obtain (we write down the Hermitian adjoint of the 
coefficient) 

o (r - r') + [H(r') - E]Aa(r, r') + 21>(r' )L~(r)= O. (2.8) 

Multiplication from the left by 1> t (r') and use of Eqs. 
(2, 1) determines Ln to be 

Ln(r)= - t1>(rL (2,9) 

Insertion of Eq. (2.9) in Eq, (2.8) gives the defining 
equation for the function Aa 
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[H(r') - E]Aa (r, r')= -0 (r - r') + cp(r' )rpt(r)= - Q, (2,10) 

where Q = 1 - P and where P = 1>1> t is the projection 
operator for the eigenstate of interest, A is therefore 
a "Green's function in the generalized se~se:" 17 Since ' 
rp t Q = 0, the function Aa is perfectly well defined when 
appropriate boundary conditions are imposed even 
though E is an eigenvalue of H, In the usual bilinear 
representation, in terms of the complete set of eigen­
functions In> of H, this means that A =L:'(ln>(nl 
(E - En)-l, where the prime denotes the o~ission of the 
state with eigenvalue E from the summation, We also 
note that the full complexity of the Green's function is 
not involved in the variational expreSSion, Eq, (2,2), 
since only its projection on (H - Et )1>t is of interest. 

Equations (2.9) and (2.10) fully define the Lagrange 
functions. Trial solutions of these equations when fed 
into Eq, (2.2) give the desired variational estimate of 
1>; the procedure for obtaining trial solutions is the 
subject of Sec, 7. 

We now return to Eq, (25) to show that it really is an 
identity, One can readily check that the right-hand side 
of Eq. (2,5) is annihilated by (H-E), but this does not 
check the normalization, Using Eq. (2,9), we have 

(2.11) 

This form can be recognized from Eq. (2.10) to be 
merely the obvious identity Pcp t ~ (1- Q)rpt. Such an 
identity has been noted previously. 18 

This derivation of the VP and the variational identity 
proceeded without a hitch; a crucial step that made this 
possible was Eq. (2,7) which used the reality of the 
functions involved. Were the functions not real, 1> and 
dJ t would have to be treated as linearly independent 
quantities as would, therefore, 0 rp and 0 rp t and it would 
not have been possible to consider Eq, (2.4) as the 
Hermitian inner product of ocp with some K(r, r'L 15cp 
and 6 rp t would have had to be treated independently, and 
it would have been necessary to incorporate not just Eq, 
(2. 1 a) as a constraint but also its Hermitian adjoint as 
an independent constraint which would have made the 
analysiS more complicated, We will face these com­
plexities of the completely general VP in Sec, 3, but 
note here that even when cp is complex, the above sim­
pler derivation remains essentially valid so long as the 
system has invariance under rotation and time reversaL 
This is because of a powerful theorem due to Wigner 19 

for such a situation which states that cp (r) can then be 
expanded in terms of a known orthonormal basis set 
n~\f (1') of complex functions which contain all the spin 
and angular momentum dependence, and whose phases 
can be so chosen that the coefficients of the expanslOn, 
R oJr) , which contain the radial behavior, can be chosen 
to be real. Thus, we have 

1> (r) = 6,fi '" (r )Q,~'I (i), (2,12) 

as the unique structure of the solutions of Eq, (2,1), 
If we make an analogous choice for CPt in terms of the 
same Q,'s, with real R",t(r), we have 

<P t (r)=L;",R"'t(r)Q,~I(r), (2.13) 

and Eq, (2.7) remains valid since 
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(2.14) 

Thus, the fact that the defining equations for ¢ involve, 
through the normalization condition, the linearly inde­
pendent ¢ t causes no difficulty since this coupling in an 
equation such as (2.4) unravels because of Eq. (2,7), 
We need not, therefore, incorporate in the VP the con­
straint given by the adjoint of Eq, (2,lal. [Were we to 
incorporate this through a Ab as in what follows in Sec. 
3, we would find that (H - E)~ = 0 and, therefore, con­
sistently (to second order terms) we drop the term in 
Ab in the Vp]. 

The representation (2,12) of ¢, with a specific choice 
of the phases of the n~lf, represents a specific and 
standard19 choice of the phases of ¢. In the following 
section, we introduce a specification of the phase of ¢ 
which is applicable under any and all circumstances, a 
specification which via the introduction of an arbitrary 
function X, introduces a constraint in a forll?- which re­
quires an additional Lagrange function. The procedure 
above, which is applicable for almost all cases of in­
terest, effectively builds in the constraint in the choice 
of ¢t; no additional Lagrange function need be intro­
duced. It may be useful to compare the above constraint 
with the normalization constraint, Either we can choose 
¢t to be normalized or we can simply choose ¢t to be 
close to ¢ and use a Lagrange multiplier to build in the 
normalization condition; the latter is often algebraically 
advantageous because the variation of parameters in ¢t, 
for ¢t chosen to be normalized, can be cumbersome. 
With regard to the phase condition, however, we suspect 
that the above approach, when applicable, will be sim­
pler to apply, since it merely calls for a standard form 
of ¢t in terms of a basis set such as that of spherical 
harmonics; the basis set is fixed, and as far as the 
phase condition is concerned, any parameters contained 
in the real functions R ett (r) can be freely varied, It will, 
of course, be necessary to apply both these approaches 
to incorporating the phase condition before any definite 
conclusions concerning their relative merits can be 
drawn, 

3. VARIATIONAL PRINCIPLE FOR A GENERAL 
BOUND STATE WAVEFUNCTION 

In this section, we will develop a VP for ¢, the wave­
function of a nondegenerate bound state of energy E of a 
Hermitian Hamiltonian, without making any further as­
sumptions about the system; in particular, the system 
need not be invariant with respect to rotation or time 
reversal or the parity transformation. The Schr6dinger 
equation and the normalization condition in Eqs, (2,1) 
do not then serve to define uniquely the function ¢ but 
leave the phase ambiguous, To have a well-defined 
problem, therefore, the phase of ¢ must be fixed; one 
possible way of doing this is to fix the phase of ¢ with 
respect to some known function X, say by demanding 
that ¢tx be pure real or pure imaginary (a more general 
choice is possible but unnecessary), that is, 

X may be an arbitrary function apart from the require­
ment that ¢tx should not be trivially fixed at some value 
because of some symmetry of the system, since we 
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could not use such a X to fix the phase, Thus, for in­
stance, choices for X of functions proportional to 1) or 
orthogonal to ¢ in spin or some other quantum number 
would not be satisfactory since normalization or orthog­
onality, respectively, will trivially fix the value of ¢ t X 
in such cases, independent of the phase of ¢, With this 
in mind, Eq, (3,1), together with Eq, (2.1) and their 
Hermitian adjoints, define completely ¢ and its linearly 
independent adjoint ¢t, In seeking a VP for ¢ we start 
again by incorporating all these constraints through 
Lagrange multipliers and write2 

¢v(r) 

= ¢t (r) + A:t (r, r' ){[H(r') - EtJ¢t (r')} 

+ ([H(r') - E t )¢t (r'WAbt (r, r') 

+ L nt (r)(¢i¢t - 1) + L pt (r)¢ix 'l' xt ¢t). 

The constraint (2, ta) necessitates a two-variable 
Lagrange multiplier, while the normalization and phase 
constraints require, respectively, L nt and Lpp Single 
variable functions; we use the subscript p on Lpt since 
Lpt arose in connection with the phase condition, r col­
lectively represents continuum and discrete (such as 
spin) coordinates, and when the latter are present so 
that ¢ is a column vector in the space of these coordi­
nates (with elements that are functions of the space co­
ordinates), ¢t will correspondingly be a row vector and 
L nt and Lpt column vectors, Aat will be a square matrix 
in the same space whereas, as can already be antici­
pated, Abt will have the rather unusual structure of two 
column vectors side by side (no multiplication involved), 
All this will follow quite naturally from the formalism 
and we are merely anticipating some of the structure at 
this time simply by inspection of Eq, (3,2), Varying Eq, 
(3.2) and using a number of relations of the form of Eq, 
(2,3), we obtain 

o¢(r) 

+ A!(r, r' ){[H(r') - E]o¢ (r')} 

+ ([H(r' ) - E]o¢(r'WAb(r, r') 

+ Ln(r)(¢t6¢ + o¢ t ¢) + Lp(r)[o¢tx 'l' Xto¢)= 0. (3,3) 

Using 

A~[ (H - E)o¢] = [(H - E)AaJto¢, 
(304) 

[(H - E)o¢ )tAb = o¢t[ (H - E)Ab], 

and setting the (adjoint of the) coefficient of 0 ¢ (r') equal 
to zero gives 

o (r - r')+ [H(r') - EJAa (r, r')+ ¢(r')L~ (r)'l' X (r' )L!(r)= 0, 

(3,5) 
whereas the coefficient of 0 ¢ t (r') gives 

[H(r') - E]Ab (r, r') + Ln(r)¢(r') + Lp (r)X (r') = 0. (3,6) 

Ln and Lp are determined by multiplying the above 
equations by ¢ t (r') from the left and carrying out the 
integrations over r'. We have, using Eq. (3.1), 

¢(r) +Ln(r) - (¢\~)Lp(r) =0, 

Ln(r) + (¢tx)Lp(r)=O, 

Adding gives 
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Lp::=~d>/(d>tX). (3,8b) 

With these solutions we return to examine Eqs. (3,5) 
and (3. 6) for 1\a and 1\b 0 Taking the latter first, we have 

[H(r') - E]Ab (r, r') 

- ~cp(r)cp (r') + tcp (r)X (r')/ (cp t X) = 0. 

The solution of Eq, (3,9) is clearly given by 

l\(r, r')::= ~cp (r)Lb(r'), 

where 

(3.10) 

(3.11) 

Note that, as anticipated, Ab is the product of two 
column vectors with elements which are functions, 

Equation (3.5) for Aa becomes, by using Eq. (3.1), 

[H(r') - E]Aa (r, r') 

= - 0 (r - r') + tcp (r' )cpt (r)+h (r' )cpt (r)/(cptX). (3 0 12) 

Contrast this with Eq. (2.10) which defined the similar 
Green's function in the pure real case. [The solution of 
Eq. (3.12) can be expressed as the sum of solutions, 

Aa = 1\a1 + Aa2 , 

where 

(H - E)A a1 ::= -1 + cpcpt '" - Q, 

(H - E)A a2 = - tcpcpt +}xcp t / (cpt X), 

(3.13a) 

(3.13b) 

provided both 1\a1 and Aa2 can be made to satisfy the 
usual boundary conditions. Equation (3, 13a) is exactly 
similar to Eq. (2,10) while Eq. (3, 13b) is of the form 
of Eq. (3.9), and allows the factorization of Aa2 , one of 
the factors being cpt(r).] 

Lb and Aa are solutions of inhomogeneous equations, 
(3.11) and (3.12), respectively, and are uniquely defined 
only to within a multiple of the solution cp of the asso­
ciated homogeneous equation. We can choose to make 
Lb and Aa unique by demanding that 

Lbd>= 0, A!cp = 0, 

(In particular, the phases of Lb and of Aa are now unique-
1y determined by the source terms in their defining 
equations. ) It is then natural to choose Lbt and Aat such 
that 

Lb/CPt=O, l\/CPt=O, 

so that we can have Lbt - Lb and Aat - 1\ as CPt - cpo 
Note that for the choice Et=cpIHCPt> any cpt(r') compo­
nents of Lbt or of Aat would have made no contribution 
in the VP of Eq. (3.2). The VP in Eq. (3.2) is now 
complete with all the functions properly defined. Trial 
solutions to them (see Sec. 7) yield through Eq. (3.2) 
the desired cPvo 

The variational identity has also, just as in Sec. 2, 
been derived along the way-it is just Eq. (3,3), arrived 
at by setting the first-order terms equal to zero. Re­
writing it in terms of CPt and cP and USing Eqs, (2.1) and 
(3.1), we have 

cP = cPt + 1\![ (H - E)cpt] + [(H - E)cpt ]tAb 

(3.14) 
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The connection to the corresponding VP in Eq. (3.2) is 
immediate and exactly analogous to the discussion in 
Sec. 2. That Eq. (3.14) is an identity follows, as in 
Sec. 2, by construction. 

4. VARIATIONAL PRINCIPLE FOR CONTINUUM 
WAVE FUNCTIONS 

The construction of a VP for continuum wavefunctions 
is Simpler than for a bound-state function for two rea­
sons. The first is that there is usually no complication 
of an ambiguous phase; the phase of the continuum 1> 
being specified by the nature of the asymptotic boundary 
condition. The second reason is that the defining equa­
tions for cp do not contain 1> t (as in the normalization 
condition for the bound state case) and, therefore, the 
equations obeyed by cpt need not be incorporated as con­
straints. A VP for continuum 1> has already been given 
by us in a previous paper, 1 where we derived a VP for 
gt cp with g arbitrary. The choice g= 0 (r - r') in Sec. V 
of that paper immediately yields 1>vo Merely for the 
sake of completeness we record here (in the present 
context) the results which were derived in that paper. 
For simplicity, we consider the scattering of a spinless 
particle by a spherically-symmetric potential V(rL 

If we look at the (real) component cP 1 (r) of the lth 
partial wave which is defined by 

(4.1a) 

_ ff2 ( rP l(l+I)) 
HI =211 rdr+-r-2- +V(r), (4.1b) 

cP z (0)= 0, 1>1 (r) - sin(kr -1l11) + tan171 cos(kr - tl11), r- oo , 

(4.1c) 

where 171 is the phase shift and we pick a trial 1>lt which 
satisfies the boundary conditions in (4. lc) with some 
trial phase shift 171t> we have 

CPIV=d>lt+Ai«Hz-E)CPlt]. (4 0 2) 

The requirement that OCPI = ° gives the condition that the 
Green's function A is defined by 

(HI - E)A::= -1, 

A(r,O)=O, A (r,r')-j(r)cos(kr' -tl11), r' -Q() , 
(403b) 

where the boundary conditions in Eq, (4. 3b) are neces­
sary if, now that we are dealing with continuum func­
tions, the surface terms that arise in transferring the 
operator HI from right to left are to vanish. 

If we look at the full wave function 1> (r) instead of a 
specific partial wave, the defining equations are 

(H -E)cp=O, 

cP (r) - exp(ik 0 r) + f(G) exp(ikr )/r, 

where f(8) is the scattering amplitude. Once again the 
VP for cP is straightforward. We have 

(4.5) 

where A now obeys 

(H-E)A=-l, A (r,r')outgotng' (4.6) 

The identities are also immediate and follow from the 
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simple general procedure. In this case, since Eqs, 
(4.2) and (4.5) are linear in At and rf>p it is clear that 
use of the exact A in place of At in Eqs, (4.2) or (4.5) 
yields the corresponding identity, The choices rf>z t = kr 
jz(kr) or rf>t(r)=exp(ikor) in these identities give the 
usual integral equations for the wavefunctions. 

There would be no difficulty in extending the above 
derivation to the development of a VP in the case of 
scattering of one system by another, taking into account 
the Pauli principle, elastic and inelastic scattering, 
etc. We will not consider the extension to nontime re­
versible systems. There is no matter of principle in­
volved. It is simply that the extension could be very 
complicated. Independent of the question of VP's (and 
independent of the question of time reversibility) the 
specification of the boundary conditions associated with 
scattering in the presence of an external magnetic field 
can be rather difficult. 

5. CONTACT BETWEEN THE TWO METHODS OF 
VARIATIONALLY ESTIMATING MATRIX ELEMENTS 

As a remarked upon in the Introduction, when a VP is 
desired for F(rf» where F(rf» is a diagonal or off-diagonal 
matrix element (we consider bound state wavefunctions 
in this section), one can directly construct a VP, 
(F(rf>t »v, by the methods of our earlier papers1

•
2 or, 

alternatively, one can evaluate F(rf>v) with variationally 
accurate ¢v from Secs. 2 and 3 of this paper, We will 
now establish or show how to establish the equivalence 
of these two procedures for a number of cases. There 
is no real need to prove the equivalence to second-order 
of two different VP's except as a check on their validity. 

A. Bound state diagonal matrix elemellts 

In Sec. ill of Ref. 1, we derived a VP for ¢tw¢, 
where W is a linear, self-adjoint operator (the extension 
to W not self-adjoint is trivia!), which coincides with a 
VP given originally for this case by Schwartz. 20 The 
VP takes the form 

(W)v= ¢;W¢t + Li[(H - Et)¢t] + [(H - Et)¢tFLt 

-At(¢;¢t- 1), 

where the Lagrange function L is defined by 

(H-E)L=-W¢+A¢, 

A=¢tW¢, Lt¢=O. 

(5.1 ) 

(5.2a) 

(5.2b) 

[In Ref. 1, f was used in place of our (now) standard 
use of L for such Lagrange multipliers and the last 
term involving At was not explicitly shown since ¢t was 
chosen to be normalized, For a more general choice 
such a Lagrange multiplier is present because of the 
normalization condition and the value of A is as in Eq. 
(5,2b) as can be seen by pre multiplying Eq, (5, 2a) by 
¢ t. ] In that derivation, we made no reference to the 
specification of the phase of ¢, such a specification 
being irrelevant for the diagonal element ¢tw¢. We 
will now demonstrate that the evaluation of the matrix 
element with ¢v from Eq. (3,2) makes complete contact 
with Eq. (5.1) and, as expected, the terms specifying 
the phase drop out of the picture. Writing Eq, (3,2) as 
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(5.3) 

with ¢:11 denoting collectively the four first-order terms 
in Eq. (3.2), we have 

rf>~W¢v= ¢;W¢t + (¢?»tw¢t + ¢;W(¢i1l ), (5.4) 

where we have dropped terms of second order. Using 
the explicit form of ¢£1) from Eq. (3.2) and USing Eqs. 
(3.8) and (3.10), we get after considerable algebra 

¢~W¢v= ¢;W¢t[l - (¢;rf>t -1)] 

+ [(H - E t )¢t]t Let + Lei[ (H - E t )¢t], 

where we have defined 

(5.5) 

Let = ~(¢rW¢t)Lbt + Aat W¢p (5.6) 

and dropped a second-order term proportional to (rf>Ix 

'fXtrf>t)2 that arises from the term in LPt in Eq. (3.2). 
That the term in X drops out is in agreement with our 
expectation that the speCification of the phase should be 
irrelevant for this case of a diagonal matrix element. 
Introducing L e defined by 

Lc=~(¢tW¢)Lb + Aa W¢, (5.7) 

so that Let is a trial approximation to L e, and using Eqs. 
(3.11) and (3.12) which define, respectively, Lb and AM 
we again find that the term (in X) specifying the phase 
disappears, and we have 

(5.8) 

Le is, therefore, the function Lin Eq. (5.2a) and the 
two variational expressions in Eqs, (5. 1) and (5.5) 
coincide. This demonstrates the formal equivalence to 
second order of the two approaches. We emphasize that 
the philosophy and mechanics of the application of the 
two procedures could be different since the choice of 
trial functions in the two methods need not be related at 
all through expressions such as Eqs. (5.6) and (5. 8). 
In any numerical calculation, different values will nor­
mally be obtained for the two variational estimates be­
cause they do differ in second order; the exact numerical 
difference between them will depend on the choice and 
accuracy of the trial approximations. What is ensured is 
that as the trial functions get more accurate, the two 
expressions will rapidly (quadratically) converge to the 
same value. 

In the application of Eq. (5.4), one may ask how A.t 
and Lbt in ¢£1) are to be chosen. This need not neces­
sarily be with a view to the operator W of interest, that 
is, guided by Eqs. (5.7) and (5.8). (Whereas Let or L t 
is tailored to the W of interest, Aat and Lbt need not be. ) 
After all, in writing down ¢v, no specific W need be in 
mind and, therefore, one may work once and for all to 
get a very good Aa t and Lbt and, thereby, a very good 
rf>v so that one can get accurate estimates for any (W) 
that one wishes. Practically, however, it is clear that 
this will be a harder task since getting a good trial 
Green's function, A.t> means getting a good description 
of the entire spectrum (not just the state of interest) of 
the operator H whereas getting a good L ct (or L t ) may 
require much less information depending on the nature 
of W (essentially, only those states of the spectrum that 
are strongly connected to ¢ by W need be described 
well). It would seem, therefore, that as a practical pro-
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cedure of getting an estimate <W) for some W the direct 
method of Eq. (5.1) will be preferable though the more 
global approach of getting a good ¢v in Eq. (5 0 3) once 
and for all so that one may evaluate any functional (and 
not even necessarily only bilinear diagonal matrix ele­
ments) has its own appeal, such a use for many problems 
compensating for the greater initial effort in obtaining 
the ¢v' 

B. Bound state off-diagonal matrix elements 

In Ref. 2, we derived a VP for ¢1W¢2 where ¢l and 
¢2 are two eigenstates of H. As distinct from the diag­
onal case, the specification of the relative phase of the 
functions is now important though the absolute phases 
are not and in Ref. 2, we chose to consider ¢Iw¢2 to be 
pure real or pure imaginary: 

(5.9) 

This element makes it a little more difficult to estab­
lish the equivalence of (¢IW¢2)v that we derived there 
with ¢ Iv W ¢2V as evaluated with the ¢ v's obtained in Sec. 
3 of this paper since the phase specifications made now 
are different, namely, each of the phases is fixed 
absolutely by the conditions 

(5.10) 

where the X's are known. To connect Eqs. (5.9) and 
(5.10) would require Xl = W¢2 and X2 = W¢u but ¢l and 
¢2 are unknown and this would contradict our assump­
tion that the X's are known. This slight complication 
can be overcome in a number of ways. We could rede­
rive our earlier results for (¢IW¢2)v with Eqo (5.10) 
specifying the phase in place of Eq. (5.9). Alternatively, 
we could consider the derivation of ¢IV in Sec o 3 of this 
paper with the choice Xl = W¢2t and of ¢2V with X2= W¢lt. 
The desired identification follows using either of the two 
approaches, and we will not bother with the details. 

6. SUPERVARIATIONAL PRINCIPLES 

We make a few remarks about going beyond the VP 
to what one might call a super-VP which gives an esti­
mate that is accurate to higher than second order. These 
comments are suggested by our development of a varia­
tionally accurate ¢v which is itself good to second order, 
so that, starting from a ¢t with first-order errors, we 
have 

where 5 contains seoond order errors like (0 ¢)2, oLoO ¢, 
and oAao¢. As elaborated upon in Sec. 5, were we to 
use this ¢v and evaluate ¢~W¢v' we would obtain as in 
Eq. (5.5) a VP for <W) which would have similar second­
order errors. Direct use of ¢t in <W)v in Eq. (5.1) 
would give an equivalent VP for <W) with second-order 
errors of the form (0¢)2 and oLo¢. However, were we 
to use ¢v as the trial function in Eq. (5.1), we would get 
something better than either of these results, some­
thing better than a VP, namely, a super -VP for F( ¢ ) 
with errors of the form (oL)5 and 52. These are errors 
of third or fourth order. 

Though the matter should be pursued only after the 
utility of the super-VP for F(¢) noted above has been 
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verified, we would at least like to note the possibility 
of using our VP for ¢ in an iterative fashion to produce 
super-VP's for ¢ (and, as a result, for any functional 
of ¢) of increaSingly (arbitrarily) higher order. This 
has also been noted in ReL 9. Starting from an initial 
¢t and solving for Aat and Lot as in Sec. 7 would give a 
¢v good to second order. With this as the trial function, 
we could repeat the process, recalculating a new Aat 
and Lot and obtain a new ¢v, which we might call ¢~2), 
which would be good to third or fourth order, and iterate 
this process. It is also conceivable that Aat and Lot need 
not be evaluated anew at each stage of the iteration but 
left unchanged from their values in the first step. Since 
the errors oAa and oLo appear only in the form of a 
product with o¢(f), successive improvements of o¢(!) 
alone, with Aat and Lot held fixed, may suffice. These 
are remarks that have to await for their confirmation 
an actual practical calculation. 

7. PROCEDURE FOR CHOOSING TRIAL AUXILIARY 
FUNCTIONS 

The validity of the VP requires, of course, that the 
error in each trial function is of first or higher order. 
As we have discussed previously, 3 some care must be 
exercised in chOOSing approximate solutions of equations 
of the type Eq. (3.11) and Eq. (3.12). Such solutions in­
volve) essentially, the inverse of the operator (H - E) 
modified by the removal of the singularity corresponding 
to the solution ¢ of the homogeneous equation o An ap­
proximate solution may introduce a new singularity 
which contributes an unacceptable error of zeroth order. 
The procedure suggested in Ref. 3 for avoiding this 
difficulty may be taken over directly to determine the 
trial auxiliary functions encountered here. We shall 
briefly summarize this procedure, confining ourselves 
for Simplicity to the case where ¢ is the ground-state 
function. 

Consider the equation 

(H-E)L=q(¢), (7.1a) 

where q is a square-integrable function and 

(7.1b) 

We complete the definition of L by requiring that ¢tL 
= O. In place of Eq. (7 .1a) we consider 

with 

H~~.t =H - HPtH/Et ; 

we have defined 

P t ,= ¢t¢r, 

(70 2 ) 

(7.3a) 

(7.3b) 

and have chosen Et=¢iH¢t. We note that ¢iH:;~.t=O. 
We impose the condition ¢rq(¢t)=O, as suggested by 
Eq. (7.1b). We also note that H~lo~.t approaches H 
_E¢¢t as ¢t - ¢. By projecting Eq. (7 0 2) onto ¢i we 
easily see that ¢!Lt =0. Since the equation and the 
boundary condition that define L t approach those that 
define L as ¢t - ¢, it follows that L t - L as ¢t - ¢. 
Thus, for ¢t a good approximation to ¢, Eq. (7.2) may 
be used as a replacement for Eq. (7.1) for the purpose 
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of defining a solution L t which is a good approxim ation 
to L. The advantage of this reformulation lies in the fact 
that for 1>t sufficiently accurate, a condition that can be 
stated precisely, 3 H~~,t will have its lowest eigenvalue 
above Et . 3 Thus, no singularity difficulties appear in this 
this reformulation, A practical procedure for deter­
mining the variational parameters to be used in a trial 
function L tt , an approximation to L t , is to minimize 

M(Ltt)=Lt/[H~l~,t -Et]Ltt -Lt/q(1)t)-qt(1>t)L tt 

with respect to these parameters, 

(7,4) 

The above discussion can be applied directly to Eq, 
(3.11)withq=1>-X/(1>tX)' In a similar way 9 Eq, (3,12) 
may be replaced by 

(7.5) 

In this case the inhomogeneous term is not square-in­
tegrable so that a minimum principle of the type de­
scribed in connection with Eq. (7.4) cannot be used 
directly to determine Aat • We can, however, consider 
the function 

Lt(r/)=I Aat(r,r/)F(r)dr,= A:t(r/,r)F(r), 

where in the second step we used A:t (r' ,r) = Aat (r, r') 
and the notation At B implies integration, and 
where F is an arbitrary .square-integrable function. 
Then L t satisfies Eq, (7.2) with 

q(1)t) = - F + 11>t (1)jF)+ 1x~1>jF)/ (1)Ix) (7.6) 

and the minimum principle can be used to determine the 
variational parameters in Aatt 9 the approximation to the 
trial Green's function Aat • [We note that the chOice F 
=X in Eq. (7.6) gives q(1)t)= -(1/2)QtX]. This proce­
dure would be acceptable in practice if the optimum 
values of the variational parameters change only Slightly 
as the arbitrary function F is changed. We also note 
that a natural choice for F will be (H - E t )1>t because 
the projection of Aat on this is what appears in the 
variational expression and, typically, 1>t will be some 
given trial function (say, from a Rayleigh-Ritz calcula­
tion) that we are trying to improve. For any X and for 
F= (H -Et )1>/1 we have q(1)t)= - (H -Et)tPt • Numerical 
tests of the subsidiary minimum principle discussed 
above are now in progress. 

We note, finally, that the choice of modified 
Hamiltonian which appears in the above analysis is not 
unique. As an alternative to the choice made in Eq. 
(7. 3a) we may consider a modified Hamiltonian that has 
been studied previously18.21 in a slightly different 
context, 

(7.7) 
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where Qt '= 1-Pt with P t given by Eq, (7, 3b), The lowest 
eigenvalue of H~~tt may be shown22 to lie above E t for 
"sufficiently accurate" tP t • 
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We give composition rules for Wronskians which have Wronskians as arguments. These pyramids of 
Wronskians are shown to reduce to products of Wronskians of different order. Many symmetric and 
antisymmetric regroupings of functioJls are then possible. The arithmetic of Wronskians can efficiently 
be reduced to the application of the a of the LSZ formalism. 

I. INTRODUCTION 

The role played by Wronskians in differential equa­
tions as they relate solutions to each other, and to the 
coefficients is well known, t ,2 as is their convenience in 
describing Green's functions. 3 What does not appear 
known is that the Wronskians on a set of linearly inde­
pendent differentiable functions satisfy a number of in­
teresting relations quite apart from any reference to 
differential equations. We shall refer to them as pyra­
midal composition rules a:~ they relate Wronskians taken 
upon Wronskians to products of Wronskians taken upon 
the original set of functions, but of lower or higher 
order. These algorithms where Wronskians are nested 
within Wronskians are due to the peculiar combination 
of the determinental and differential features of the 
Wronskian which is a completely antisymmetric multi­
linear differential form. The simplest realization lies 
in the repeated use of the antisymmetric operator a, 
used by Lehmann, Symanzyk and Zimmermann,4 which 
is equivalent to forming a Wronskian of order 2. Con­
sider the differential form 

(1. 1) 

This form is manifestly antisymmetric under the ex­
change <fJ2 - <fJ3; however, it is a simple matter to veri­
fy that 

(1.2) 

We see that the privileged stance of the repeated func­
tion <fJt in Eq. (1. 1) can be removed easily thru appro­
priate "normalization" to obtain W3(<fJ1> <fJ2, <fJ3) which is 
completely antisymmetric. This illustrates also the 
previous statement that Wronskians of Wronskians are 
related to Wronskians on the original set, but of a dif­
ferent ordero 

In this article we give general composition rules for 
Wronskians upon Wronskians that reduce to Wronskians 
on the original functions. These yield many combina­
tions where not only antisymmetric regroupings are 
possible, but symmetric ones as welL The pyramidal 
algorithms can also be used to simplify computations 
involving Wronskians. We present the results in Sec. 
III as three simple theorems, and in Sec. IV we give 
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graphical rules which exhibit the pyramidal structure. 

II. PRELIMINARIES 

Given a set of linearly independent functions of one 
variable q, ={ <fJt (x), <fJ2(X), ••• } suffiCiently differentiable, 
we define the Wronskian on a subset of these functions 
q,n c q, as 

I 

<fJt 
I 

<fJ2 

(2.1) 

where <fJ/, <fJr, "', <fJtn-t ) indicate the first, second· .• , 
(n - l)th derivative of a function <fJ;(x). It is also conve­
nient to define W o'" 1 where Wo is the Wronskian on the 
empty subset. (If one is dealing with functions of several 
variables, this definition is easily extended to the total 
or partial derivatives.) 

Wronskians have the following useful features: 

(0 The derivative of a Wronskian differs from it by 
the last row only: 

<fJt • • • <fJ n 

<fJ{... <fJ~ 

<fJ:n-2) ••• <fJ ~n-2) 

<fJt(n) • •• <fJ~n) 

(2.2) 

(ii) W2[<fJt<fJ2, <fJ3<fJ4] = <fJt<fJ3 W2[<fJ2, <fJ4] + <fJ2<fJ4W2[<fJ1> <fJ3] 

= <fJt<fJ4W2[<fJ2, <fJ3] + <fJ2<fJ3 W2[<fJ1> <fJ4]; 

(2.3) 

(iii) from which for a differentiable function f(x) , we 

Copyright © 1975 American Institute of Physics 1112 



                                                                                                                                    

get 

(2.4) 

and by systematic expansion of the Wronskians of ever 
higher order by their last row we obtain 

(2.5) 

It is also useful to recall Laplace's development of de­
terminants by minors (see, for example, Smirnov's 
bookS). From a determinant .0. of order n, define a minor 
of order 1 < n: 

A(Pll ••• ,PI)= 

qh" ',ql 

(2.6) 

obtained by deleting (n - 1) rows and columns from .0.. 
The indices Pl' •• PI of the selected rows and q1 ••• ql of 
the selected columns are arranged in increasing order. 
With the deleted rows: r 1, 0 00, rn_1 and deleted columns: 
Sl, •• " sn_1 arranged in increasing order we define a 
complementary minor to A called 

A(Ph" ',P)-
q1, "', ql 

(2.7) 

Laplace's theorem says that for a fixed set of row in­
dices Pll ... ,PI we can write 

(2.8) 

where the sum is over the n I /l! (n - I)! subsequences 
q1 < qz •.• < ql of the sequence 1, 2, ... ,n. A similar ex­
pansion exists if one starts with a fixed set of columns, 
and sums over ordered subsequences of rows. 

III. WRONSKIANS UPON WRONSKIANS 

Definition 1: Given a Wronskian Wn{CP1, •• " CPn) on the 
subset <l>n c <1>, we define a stepped-up Wronskian 
Wn+1 (cpt, •• " CPn; cpp) as the one built on the subset <l>n en­
larged by the new function CPP f=- <l>n (the" ;" is only for 
convenience in bookeeping). 

Definition 2: Similarly given a Wronskian Wn{CPb ••• CPn) 
on the subset <l>n c <1>, we define a stepped-down 
Wronskian Wn_1{CPb "', IPj, "', CPn) as the one built on 
the subset <l>n diminished by one of the functions CPj EO <l>n. 

1113 J. Math. Phys., Vol. 16, No.5, May 1975 

Theorem 1: If the Wronskian Wn{CPb •• " CPn) is stepped 
up alternatively with each of two new functions CPn+1 and 
CPn+Z' then the Wronskian of order 2 built on these two 
stepped-up Wronskians is equal to the product of the 
basic Wn with the twice stepped-up Wronskian 
Wn+Z{CP1, •• " CPn; CPn+b CPn+Z)' That is, 

Wz [Wn+1{CPb"" CPn; CPn+1), Wn+1{CPll"" CPn; CPn+2)] 

= Wn{CPb •• " CPn) • Wn+Z{CPb •• " CPn ; CPn+l> CPn+Z)' (3.1) 

This result is obtained by imbedding the above Wn and 
Wn+Z in a determinant .0. of order 2n + 2. Consider 

.0.= 

I CP1 
I 
I 

• • I • •. 
cpt"-l) ••• cp~n-1) I cp~n-1) ••• cp~n-l) cp~~il) CP~~21) _______ L __________ _ 

o 0 I CPl CPn CPn+1 CPn+Z 
I o 

o 
o 
o 

o 
o 
o 
o 

I 
I 
I cpl"-l)... cP ~n-l) cP ~~i1) cP ~~21) 
I 

((lIn) • •• cp~n) I cpl") ••• cp~n) cp~~l cP~~~ 
I 
I cpln+1) ••• cP ~n+1) cP ~~il) cP ~~;1 ) o ... o 

. (3. 2) 

Choosing a Laplace development for .0. with the first 
n columns fixed, it is clear that .0. is equal to the pro­
duct Wn{CPll •. " CPn) times Wn+Z{CP1, •• " CPn;CPn+1' CPn+Z) since 
only the diagonal blocks contribute, for any minor (nxn) 
formed with the second to the last row has a comple­
mentary minor with a repeated row. We then permute 
the second to the last row upstairs n times and get 

• • I • • 
cpin-1) ••• cP ~n-l) I cpln-1) ••• cP ~n-1) cP ~~i1) cP ~Z21) 

cpln) ••• cp~n) I cpln) ••• cp~n) cp~~l cP~~~ 

.0. = (- l)n ______ I - - - - - - - - - -
1 CP1 cP n cP n+1 cP n+Z 

o 
I 
. . . 
cpl n-1 ). • • ({l ~ n-1) cP ~~i1) cP ~~21 ) 

cpln+1) ••• cp~n+1) cp~~i1) cp~~;l) 

(3.3) 

Choosing this time a Laplace development with the 
top (n + 1) rows fixed, the minors and complementary 
minors are both of order (n + 1). The only minors which 
neither have repeated rows, nor have a complementary 
minor with zero columns, are the two minors formed 
with the first n columns and either of the last two col-
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umns. Thus, 

~ = (_ l)n(_ 1)1+ .•. +n+(n+1) 

x . 
rpIn-1) ••• rp ~n-1) rp ~~21 ) 

rpIn+1) ••• rp ~n+1) rp ~~;1) 

x 

+ (_ l)l+"'+n+(Zn+Z) 

x 
rpr-1) ••• rp ~n-1) rp ~~t) 

rpin+1) ••• rp~n+1) rp~~i1) 

(3.4) 

Noting that the complementary minors are derivatives 
of Wronskians of order (n + 1), we have the desired 
result: 

~= Wn+1(rpl! "', rpn; rpn+1)' W~+l(rpl! "', rpn; 'Pn+Z) 

- Wn+1(rpl! "', 'Pn; rpn+Z)' W~+l(rpl! "', rpn; 'Pn+1)' (3.5) 

Corollary 1: Since Wn(rpl! •• " 'Pn) stepped up once 
alternatively with rpn+1 and 'Pn+Z is equivalent to 
Wn+Z(rpl! •• " 'Pn; 'Pn+1' rpn+Z) stepped down once alternative­
ly with 'Pn+Z and rpn+h putting n-n- 2 in (3.1), we write 
for future reference 

Wz [Wn_1(rpl!"'; rpn-l! !Pn), Wn_1(rpl!"'; !Pn-l! rpn)l 

= Wn(rpl!"', rpn)' Wn_Z('Pl!"', rpn-Z; !Pn-1, !Pn), (3.6) 

where Wn_Z('Pl! •• " rpn-Z ; !Pn_l! !pn) is the twice stepped­
down Wronskian, and n ~ 2. 

Theorem 2: If the Wronskian Wn(rpl! •• " rpn) is stepped 
up once, alternatively with k new functions, say 
'Pn+1' ••• ,rpn+k' then the Wronskian of order k built upon 
these stepped up Wronskians is equal to the product of 
the basic Wronskian Wn to the power (k - 1) with the 
Wronskian stepped up k times. That is, 

Wk{Wn+1('P1, "', rpn; rpn+1)' Wn+1(rp1,"', rpn; 'Pn+Z) , "', 

Wn+1 (rpl! ••• , rp n ; rp n+k)} 

= W:-1(rp1' •• " rpn) • Wn+k(rpl! • ", 'Pn; rpn+1, rpn+Z, •• " rpn+k)' 

(3.7) 

Proof: Since in Theorem 1 we have shown this for­
mula to be valid for k = 2 and any value of n, a proof by 
induction will suffice (k = 1 is an identity). Let us there­
fore assume it true for k and show it true for k + 1. 
Taking (3. 7) to be true for k with n = 1 on a set >¥ 
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zpr1. Wk+1(1h; 1/Iz,"', 1/Ik+1) = Wk{Wz(lh; 1/Iz), Wz(lh; 1/13)' "', 

Wz(1h ; 1/Ik+1)}' (3.8) 

We can identify the functions 1/Ij with the following k + 1 
Wronskians of order (n + 1) such that: 1/11 =" Wn+1 (rpl! •• " 
rpn; rpn+1), •• " 1/Ik+1 =" Wn+1 (rp1, •• " rpn ; rpn+k+1)' 

Each of the WZ(1/I1 ; 1/1,), for j = 2, ... , k + 1, on the rhs 
of (3.8) can be written using Theorem 1: 

Wz(lh; 1/1,) = Wz {Wn+1(rp1' "', rpn; 'Pn+1), 

Wn+1('Pl! "', rpn; 'Pn+,)} 

= Wn(rpl! •• " rpn) • Wn+Z('Pl> •• " 'Pn+1 ; rpn+')' 
(3.9) 

Substituting on both sides of (3.8) and noting that each 
Wz(1h ; 1/1,) gives rise to a common function Wn(rpl! •• " rpn) 
which can be factored out according to (2.5), one gets 

W~:Hrpl!"" rpn; 'Pn+1)' Wk+1{Wn+1(rpl!"', rpn; rpn+1), "', 

Wn+1(rpl! "', rpn; 'Pn+k+1)} = W~(rpl! "', rpn) 

• Wk{Wn+Z(rpl> ••• , rpn+1 ; rpn+Z)' ••• , 

(3.10) 

Having assumed (3.7) true for k and any value of n, we 
can use it, with n -n + 1, to write the Wk on the rhs of 
(3.10) as equal to 

(3.11) 

After simplifying through the factor W~:~(rpl! •• " rpn+1), 
(3.10) with (3.11) gives 

Wk+1{Wn+1('Pl! "', 'Pn; rpn+1),···, Wn+1('P1, "', rpn; rpn+k+1)} 

= ~(rpj, "', rpn). Wn+k+1(rp1, "', rpn; 'Pn+l! "', rpn+k+1)' 

(3.12) 

QED 

Theorem 3: If the Wronskian Wn(rpl! •• " 'Pn) is stepped 
down once, alternatively with k ("" n) of the functions of 
the subset <l>n' then the Wronskian of order k built upon 
these stepped-down Wronskians is equal to the product 
of the basic Wronskian Wn to the power (k - 1) with the 
Wronskian stepped down k times. That is, 

Wk{Wn_1(rp1, "', !Pn), "', Wn_1(rpl! "', !Pn-k+l! "', rpn)} 

= W~-1('P1"'" rpn)' Wn_k('P1, "', rpn-k; !Pn-k+l!"', !Pn), 

(3.13) 

where Wn_k(rpl! .•• , 'P n-k ; !Pn-k+l! ••• ,lPn) is the original 
Wn stepped down k times by the removal of the functions 
{'Pn-k+1,···, rpJ. For k=n we have Wo=1. 

Proof: By Corollary 1 we know (3. 13) to be true for 
k = 2 (any value of n ~ 2), and also that (3. 13) is identica 
ly true for k = 1. We will again proceed by induction, 
this time assuming the formula true for k and k - 1 and 
showing it true for k + 1. 

Consider (3.1) with its n = k - 1 on a set {Ih, 1/Iz, ... , 
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FIG. 1. The stepping up algorithm for Wronskians on three 
core functions enlarged by three new ones. 

<Pk+1}; we have 

Wk_1 (</it, ••• , <Pk-1) • Wk+1 (<Pb ••• , <Pk-1 ; <Pk, <Pk+1) 

= WZ{Wk(</it, "', <Pk-1; <Pk), Wk(</it, "', <Pk-1 ; <Pk+1)}' 

(3.14) 

We identify </it = Wn_1 (<P1, ••• , tPn), •• " <Pk-1 = Wn_1 (<P1, ••• , 
tP n-k+Z, ••• , <P n), <Pk = W n-1 (<pI> ••• , tP n-k+1' ••• , <P n), and 
<Pk+1 = Wn_1 (<Pb ••• , tPn-k' ••• , <Pn)' 

This substitution applied to the terms of (3.14) yields 
the following intermediate results when (3.13) is as­
sumed true for k - 1 and k: 

Wk(</it, •• " <Pk-1 ; <Pk) = W~-l(<Pb •• " <Pn) 

• Wn_k(<Pb •• " <P n-k-1 ; <Pn_k), 

Wk(<P1, •• " <Pk_1 ; <Pk+1) = W~-l(<Pb •• " <Pn) 

• Wn-k(<P1,"', <Pn-k-1; <Pn-k+1)' 

(3.15) 

(3.16) 

(3.17) 

The latter is obtained after some reordering of the se­
quences to make (3.13) applicable. Now when the 
Wronskian of order 2 is built on (3.16) and (3.17) we 
can factor out the common function ~-1(<P1' •• " <Pn) with 
(2.4), and using Theorem 1 we have for the rhs of 
(3.14) 

WZ{Wk(</it, "', <Pk-1 ; Wk), Wk(<P1, "', Wk_1 ; <Pk+1)} 

= ~k-Z(<pl> "', <Pn)' Wn_k+1(<Pb "', <Pn-k+1) 

• Wn_k_1 (<P1, ••• , <Pn-k-1)' (3.18) 

Simplification on each side of (3.14) by the explicit fac­
tors provided by (3.15) gives finally 

IV. GRAPHICAL REPRESENTATION 

(3,19) 

QED 

It is often convenient for bookkeeping purposes to have 
graphical illustrations of the above composition rules, 
especially when several "layers" of Wronskians are 
used as building blocks to other Wronskians (i. e., if the 
<Pi above are themselves Wronskians, etc.). 

(1) We describe a Wronskian of order j by the vertex 
of a pyramid with j lines conveying to it its arguments: 
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Wronskians or functions (the latter are but Wronskians 
of order 1). 

(2) Each line stems from a Wronskian of order I. 

(3) The labels of the arguments are arranged in in­
creasing order. In the case where the arguments are 
made of a sequence of once stepped-up (or down) 
Wronskians, the ordering of these Wronskians is deter­
mined by the sum of the labels of their own respective 
argument functions. 

(4) Take k cores of n functions. Enlarge each core by 
one of k new functions (or remove from each core 
one of k original functions)' Build k Wronskians of 
order n + 1 (or n - 1) on these enlarged (or diminished) 
cores. Finally, use these k Wronskians as arguments 
to form a Wronskian of order k. This pyramid is equal 
to: 

(5) The product of (i) the Wronskian of order n, built 
on the core of n functions, raised to the power k - 1; 
(ii) the Wronskian of order n + k (or n - k) built on the 
core of n functions enlarged (or diminished) by knew 
(or original) functions. 

(6) The limitation k '" n applies only to the case of a 
diminished core. 

Note: As expected the frequency of occurence of each 
of the core functions involved is the same on both sides 
of the equation. They are simply rearranged with re­
spect to the Wronskian "operations. " 

In Fig. 1, we give an example of stepping up a basic 
core of three functions {<pl> <Pz, <P3} by three new func­
tions {<P4' <Ps, <P6}' Using Theorem 2 we have 

W3{W4(<P1, 'Pz, 'P3; 'P4), W4 ('P1, <Pz, 'P3; 'P s), W4(<pl> 'Pz, 'P3; 'P6)} 

= W/('Pb 'Pz ,'P3)' W6('Pb 'Pz, 'P3' 'P4' 'Ps, CP6)' (4.1) 

In Fig. 2, we give an example of stepping down a 
basic core of four functions {<Pb CPz, CP3, CPJ by three of 
them, say {CPz, CP3' CP4}' Using Theorem 3 we have 

W3{W3(CP1 ; <Pz, <P3), W3(CP1 ; CPz, CP4), W3(CP1 ; CP3' CP4)} 

= W4
Z(CP1, CPz, CP3' CP4) • <Pl' 

V. CONCLUDING REMARKS 

(4.2) 

In the introduction, using the antisymmetric pairs 
(CP12<PZ) and (CP12CP3), we used essentially our stepping 

2 

+ 4 

FIG. 2. The stepping down algorithm for Wronskians on four 
core functions dimenished by three of them. 
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up procedure on W1 (tpl) =- tpl to obtain the antisymmetric 
Ws(tpl> tpz, tps). However, with the other possible anti­
symmetric pair (tpza'tps), we can consider the three anti­
symmetric pairs as stepped-down versions of 
Ws(tp17 tpz, tp3) and Eq. (3.13) gives instead a totally sym­
metrized form: 

(5.1) 

Theorems 1, 2, and 3 and the related graphical rules 
suggest countless ways of combining functions in order 
to obtain desired symmetries without leaving the family 
of Wronskians considered either as "operations" or as 
argument functions. 

From a computational point of view these pyramidal 
algorithms can result in considerable simplification and 
time saving when one needs to calculate several 
Wronskians as with Green's functions. In fact, the whole 
family of Wronskians to any order can be generated with 
the sole definition of the operation a=- wz, and repeated 
use of (3.1). Even systems which are not of the cate­
gories described ab.ove are often conveniently reduced; 
thus, 

WS{(tp1atpz), (tpzatps), (tpSatp4)} 

= Wz1(tpz, tp3)· Wz{Wz[Wz(tpl> tpz), Wz(tpz, tps)], 
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Wz[Wz(tpz, tps), WZ(tp3' tp4)]} 

= Wi1(tpz ,tps)· Wz{[tpz· WS(tpb tpz, tps)], 

[tp3· Ws(tpz, tps, tp4)]} 

= Wz1(tpz, tps) ·{tpz· tps· WZ[WS(tpl, tpz, tps), Ws(tpz, tps, tp4)] 

+ Wz(tpz, tps) • Ws(tpl> tpz, tps) • Ws(tpz, tps, tp4)} 

= tpz· tps • W4(tpl> tpz, tps, tp4) + WS(tpb tpz, tps) 
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Extension of the Case formulas to Lp. Application to half and 
full space problems 
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The singular eigenfunction expansions originally applied by Case to solutions of the transport 
equation are extended from the space of Holder-continuous functions to the function spaces X p 

jflJ.Lf(J.L)€Lp f. where the expansions are now to be interpreted in the Xp norm. The spectral 
family for the transport operator is then obtained explicitly, and is used to solve transport problems 
with X p sources and incident distributions. 

I. INTRODUCTION 

In 1960, Case l introduced a method of solving one­
speed, one-dimensional neutron transport problems by 
expanding the solution in terms of "normal modes." The 
expansion coefficients were obtained from certain 
singular integral equations determined by the boundary 
conditions of the problemo Although the completeness 
theorems proved by Case were not rigorous from a 
mathematical point of view, his method achieved great 
popularity because of its close analogy with the classi­
cal method of solving boundary value problems by eigen­
function expansions o 

Recently, a rigorous derivation of the Case solutions 
has been obtained2 ,3 by considering the spectral resolu­

, tion of an operator K, which, for isotropic scattering, 
is defined by 

Kf(x,J..L) = )..Lf(x, I.t} + 2(1 ~ c) f sf(x, s) ds. (1) 
-1 

(The independendent variables x and )..L represent, re­
spectively, the neutron position and the cosine of the 
angle between the neutron veloCity vector and the x axis, 
and c is a positive constant", 1.) In terms of K, which 
acts only on )..L, the transport equation can be written as 

a! I/J(x, )..L)+K-ll/J(x, )..L)=h(x, )..L), (2) 

where h = )..L -lg and g represents the neutron source 0 

A different approach to the rigorous determination of 
the Case formalism has been given by Hangelbroek, 4 

who has shown for c < 1 that the operator K (=A- 1[)..L] 
in Hangelbroek notation) is topologically equiValent to 
a self-adjoint operator on the Hilbert space L 2(-1, 1). 
By well-known spectral theorems, 5 this guarantees the 
existence of a spectral family for K 0 (This family is 
abstractly obtained by application of the Gel'fand­
Naimark theorem after a commutative C*-algebra is 
generated from K and the identity I. ) 

In all of these works, Leo, Refs o 1,2,4, final 
attention is restricted to Holder-continuous (or piece­
wise Holder -continuous) functions since the explicit 
formulas involve principle value integrals and boundary 
values of Cauchy integrals. The purpose of the present 
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note is to show how these results can be extended to a 
much larger class of functions, namely, the spaces Xp 
={jl )..LfE L p , p> 1}. We do this by extending the results 
of Ref. 1 to these spaces o We also show that the expan­
sion formulas of that reference can be used to construct 
the spectral family for the operator Ko Finally, we in­
dicate how this spectral family may be used to solve 
typical transport problems and suggest possible ap­
plications in other areas. 

II. EXTENSION OF THE CASE FORMULAS 

Our first step is to quote a theorem which will guaran­
tee that an integral operator A: Lp - Lp of the form 

Af(x)= [fU) dt=g(x) (3) 
t-x 

-~ 

is a bijection. This theorem is crucial for all the sub­
sequent analYSis. 

Theorem 06
: Let f(x) E Lp(- 00, co), p> 1, Then the 

formula 

g(X)=!f~ f(t) dt 
'IT t - x -

(4) 

defines almost everywhere a function g(x) also belonging 
to Lp(-co,co)o The reciprocal formula 

f(X)=~f~ g(t) dt (5) 
'IT t - x -

also holds almost everywhere and 

1.: !g(x)!Pdx-'S (Mp)P (!J(x)!Pdx, 

where Mp depends on p only. If P = 2, then 

.r !g(xWdx= r !f(x) !2dx. 
.co .00 

Now let us consider the formulas 1
,2 

(6) 

!'()..L) = t A(v)¢(v, )..L)dv+A(va)¢(va, Jl)+A(- va)¢(- va, Jl), 
-1 

(7) 
1 

A(V)= N~V) L Jlf'(Jl)¢(v, Jl)dJl, (8) 

which hold for Holder-continuous!' and which we shall 
refer to as Case transforms o We can simplify notation 
by defining 
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f(Il)= l' (11) - A (va)cf> (va, 11) - A(- va)cf> (- va, 11); 

then Eqs. (7) and (S) become 

(9) where Np is a constant depending only on p. 

f(Il)= t A(v)cf> (v, Il)dv, - 1 < 11 < 1, 
, -1 

1 f 1 A(v)= N(v) Ilf(Il)¢(v,ll)dll, -1 < v < 1. 
-1 

We wish to show that Eqs. (7) and (S) are valid for 
111' (11) E L p (- 1, 1), p > 1. Since the discrete parts 

(10) 

(11) 

A(± va)¢(± va, 11) are in L p , then it suffices to show that 
(10) and (11) hold for functions f (from which the con­
tribution of the discrete modes has been subtracted 
out). 

Lemma 1; For each 

fEXp,Xp={flll/llp=(( I Mf(IlW d ll)l/P<oo}, p>l, (12) 

there is a corresponding A(V)E Xp defined by Eq. (11), 
and A(v) depends continuously onf. 

Proof: Using the definition 

¢ (v 1l)=cv_l_+ o(V_M)A(V) 
v' 2v-1l 

(13) 

and the Case transform, we obtain 
1 1 

vA(v)= N~) (c; fl ;t~M1 dll + II Mf(M)A(v)o(v -1l)dM), 

(14) 

which we consider as a formal abbreviation for 

A(V) c v f Illf(ll) d 
vA(v) A+(v)A-(v) vf(v)+'2 A+(v)A-(v) -1 v _ 11 M. (15) 

In these equations, the expression 

(16) 

has been utilized. 

The functions A(v)/A+(v)A-(v) and v/A+(v)A-(v) are 
continuous and bounded on [_1,1].1 Thus the first term 
in Eq. (15) is in Lp(- 1,1) and the second term is in 
L p(-I,1) if 

1 

g(v)=!.f Ilf(M)dll (17) 
7T v - (J. 

-1 

is in Lp(- 1,1). But by Theorem 0, 

f k(v)lpdv~ r Ig(vWdv~ (Mp)Pt Illf(M)lpdll. (IS) 
-1 _00 -1 

Thus from Eq. (15), it is clear that 

t IvA(v>JPdv~N~t Illf(Il)lpdll, (19) 
-1 -1 

so that 

IIAllp~Npllfllp. (20) 

Let us define the map T: Xp - Xp by 

(21) 

then 

III (22) 

Note: Using Eq. (15), one can show that if one multi­
plies by A(V), then 

,C IVA(V)A(v)IPdV~N:t Illf(Il)l pdll, (23) 
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Thus, if 

(24) 

then 

(25) 

Lemma 2: For each A(v) such that A(v) and A(v)A(v) 
E Xp, there exists anfE Xp defined by Eq. (10). 

Proof: By definition 

t IvA(v) Ip dv < 00 (26) 
_1 

and 

t IVA(V)A(vW dv < 00. 
, -1 

By Eq. (10) we define the function f by 
1 

C i vA (v) f(Il)= A(v)A(v) +'2 -- dv. 
-1 V - 11 

(27) 

(2S) 

Clearly the first term is in X p , and so is the second by 
application of Theorem O. 11 

Also, if we have a sequence {An} such that IIAn -Allp 
- 0 and IIA(V)An(v) - A (v)A(V)lI p - 0, then it is obvious that 
Ilfn - flip - O. 

It is known2,7 that for Mf(ll) Holder-continuous [andf 
of the form of Eq. (9)J, Eqs. (10) and (11) hold simulta­
neously. Since the Holder-continuous functions are 
dense in L p , let us choose a sequence {fn} such that 
Ilfn(M) is HOlder-continuous andfn - fE Xp. Then An-A 
and A (v)An - A (v)A by Eqs. (22)-(25). Thus by the above 
paragraph, Eq. (10) holds in the limit. 

The above results can be summarized by a lemma: 

Lemma 3: Eqs. (10) and (11) hold for any fE Xp which 
is of the form of Eq. (9). We can combine Lemmas 1, 
2, and 3 as the following theorem: 

Theorem I: The domain of the reduced transport 
operator K may be extended to the spaces X p , p > 1, and 
the Case transforms (7), (8) hold for eachf' such that 
111' (M)E Lp(-I, 1). 

3. RESOLUTION OF IDENTITY OF K 
For - 1 < W < 1, we define the operator E(w) as 

E(w)f(Il)= fW A(v)¢(v, M)dv 
-1 

=l A(M)A(J.L)+~ r~ :A~v1 dv, 

~ iW 

vA(v) dv 
2 _1 V - 11 ' 

-1 < J.L ~ w, 

(29) 

(30) 

From the above analysis, it is clear that the terms in 
Eq. (30) represent bounded operators on X p , acting on 
f. Thus for - 1 < W < 1, E(w) is a bounded operator. In 
this section we shall show that the family E(w) forms 
part of the spectral family of K. 

First, for E> 0 we have 

[E(w +E) - E(w)]f(Il)= r" A(v)¢(v, Il)dv (31) 
W 
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= ~X(/..L)A(I.t}, w ~ JJ. ~ W +€, ~+£ i"'·' vA (v) dv. 
2 v - JJ. (32) 

0, otherwise, W 

The norm of the first term is just 

[fW+E I JJ.X (JJ.)A(JJ.)jPdJJ.]I/P 

W 

which tends to zero for a fixed A (i. e., fixed /J as € - O. 
Call 

1 f w+E vA(v) 
g(JJ. €)=- -- dv. 

'1T V - JJ. 
W 

(33) 

Then by Theorem 0, 

Ilg(JJ.,€)W= fl M(JJ.,€) It> dJJ. ~ r Ig(JJ.,€) It>dJJ. 
_1 

~ Mt r+E IvA(v) It> dv, 
W 

(34) 

and this term also approaches 0 for a fixed j as € - 0 0 

Thus we can state the result as a lemmao 

Lemma 4: For eachjE Xp and -1 ~ w < 1, 

lim IIE(w + €) - E(w }flip = 0 0 (35) 
'-0 '>0 

That is, E(w) is a continuous function of w (in the strong 
operator topology). Now, we will verify the following 
lemmao 

Lemma 5: 

where w=min{wllw2}. 

Prooj: For definiteness, we consider 

E(w2 }f(JJ.)= J "'2 A(v)1>(v, JJ.)dv. 
-1 

Then the expansion coefficients of E(w2 )j(JJ.) are 

~
A(V)' - 1 ~ v~ w2 , 

B(v)= 
0, w2 < v~ 1. 

Thus, 

E(w 1 )E(w2 )j(JJ.)= r 1 B(v)1>(v, JJ.)dv 
-1 

= r l A(v)1>(v, JJ.)dv 
-1 

=E(w l )J(JJ.). 

(36) 

(37) 

(38) 

(39) 

In a similar way, we obtain E(w 2 )E(w l )j= E(w l )jo II 

Before proving Lemma 7, we will prove the following 
lemma which is essential in proving Lemma 7. 

Lemma 6: 

Kj= f zA(z)1>(z, JJ.)dz o 
-1 

Prooj: Applying the same method as in ReL 2, we 
get for r a simple closed curve containing the line 
segment [- I,lL 

Kj(JJ.)=2:i f K(z -K)-Y(JJ.)dz 
-r 

= 2~i f (K - z + z)(z - K)-lj(JJ.)dz 
r 
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(40) 

=2:i J z(z -K)-Y(IJ.)dJJ.. (41) 
r 

We now compute the contour integral exactly as in ReL 
2 to obtain 

Kj(JJ.)= I>A(z)1>(z, JJ.) dz. • (42) 

Lemma 7: For eachfE Xp of the form (9), 
Kf= f~1 w dE (w )f. 

Proof: Let 

U(w)= i~ (E(w)j(JJ.))g(JJ.)dIJ., (43) 

f W W II () 
= -1 A(JJ.)X(JJ.)g(JJ.)d/.l+ L dv1cvA(v) -1 v~ ~ d/.l 

'" fl

w 

A(JJ.)X (JJ.)g(JJ.) dJJ. + LW 

1c /.lA(/.l)Lg(JJ. )dJJ. 

= fW A (JJ.)[X(JJ.)g(JJ.) + tc JJ.Lg(JJ.)] dJJ.. (44) 

-1 

Thus U(w) is differentiable ao eo and 

(45) 

Now we get 

~ 1 f 1 J wdU(w)= J wU' (w)dw 
-1 -1 

1 

= L wA(w)[X(w)g(w)+tcwLg(w)]dw 

= t1 

wA(w)X(w)g(w) 

+J 1 wA(w)cw fl g(JJ.) dJJ.dw 
-1 2 -1 W - JJ. 

= fJ wA(wlA(w)+ fl1VA(V)~V v~ JJ.]g(W)dW. 

(46) 

By the previous lemma, 

f wdU(w)= t Kj(w)g(w)dwo 
-1 -1 

Thus 

t Kf(JJ.)g(JJ.)dJJ.= t wdU(w) 
01 -1 

(47) 

= t wd t [E(w)f](/.l)g(JJ.)d/.l 
w_-l J.L.-l 

(48) 

where the interchange of limits is justified because w 
and E(w)j are continuous in Wo The above equation 
implies 
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(49) 

or 

K= t wdE(w), 
. -1 

where the integral is defined in the weak sense. D 

Note: 

f l fl dE(w) 
wdE(w)j= w~ dwj 

-1 -1 

= f 1 wA (w)¢ (w, /l ) dw = Kj 
-1 

(50) 

gives the result directly, but only formally, 

Lemma 8: KE(w)=E(w)K. (51) 

Prooj: By Lemma 6, 

Kj= t zA(z)¢(z, /1) dz. 
-1 

(52) 

Thus by Eq, (29), 

E(w )Kj(/l)= r vA (v )¢ (v, /1 )dv (53) 
-1 

In a similar way we obtain 

K(Ej) = r zA(z)¢(~, Jl) dz. (54) 
-1 

Equality of Eqs, (53) and (54) proves the lemma. D 

Also, the following identities hold by definition: 

E(-1)=O, 

E(1)= 1, 

(55) 

(56) 

Lemmas 4, 5, 7, and 8, together with Eqs, (55) and 
(56) complete the proof of the following theorem5 : 

Theorem II: For 111' (Jl) E Lp( - 1,1), we define 

1 i l 

E(±vo)j'(I1)= N(±v
o
) sj'(s)¢(±vo,s)ds ¢(±vo, JlL 

-1 

For VE [-1, 1], we let E(v) be defined by Eq. (29). Then 

K"j' (/.L) = I/6E(vo)j' (11) + (- voY' E(- vo)j' (/1) 

+ fV"dE(V)j(/1), 
. -1 

and E(v) is the spectral family of projection operators 
for the operator K, 

IV. HALF-RANGE THEORY 

Let I1l/Jo(/1) be defined and Holder-continuous on ° ~ 11 
~ 1, Define3 

0</l~1, 

where 

and 
1 

() 1/2()( ) (1 ( I A ~(s) ds ) 
X z = A 00 z - v 0 exp 21Ti Jon A - (s) s _ z ' 

A(z)=X(z)X(- z). 
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(57) 

(58) 

(59) 

(60) 

Then the full range coefficients A (v) of I/Je (/1) are zero 
for 1'< 0; 

l/Je(Jl)= r A(v)¢(v, /l)dll +A(lIo)¢(vo, /l), (61) 
o 

Extending /l<Po to Lp(O, 1), we obtain by continuity the 
extension I/Je of I/Jo, and l/JeE Xp, also. 

By definition of E(w), we have for - 1 c:: 0.' ~ 1, 

E(w)l/Je(/l)= [W A(v)¢(v, /l)dll 
. -1 

_ } r A(v)¢(v, Jl)dv, 

- \ 0, 

o<w~ 1, 

- 1 ~ w ~ 0, 

Thus 

¢e= t dE(w)Ij'e(I1)+E(vo)¢(vo, /l), 
o 

For ° < /l < 1, this reduces to 

(62) 

(63) 

I/Jo= t dE(w )<Pe (11) + E(lIo)¢(lIo, 11), (64) 
<0 

which is just a statement of the half-range completeness 
theorem. 

V. SOLUTIONS OF TRANSPORT PROBLEMS 

Consider the problem 

o<p +W l l/J=O 
ox ' x>o, 

w(O, /l)= ¢o(Jl)., Jll/JoE Lp(O, 1), ° < /l ~ L 

Letting <Pe (Jl) be the extension of Wo described in Eq, 
(57), we claim that the solution of this problem is 

(65) 

w(x, /-L)= t exp(-x/v)d[E(v)l/Je(/l)]. (66) 
o 

This function satisfies the boundary conditions, and 
it also satisfies the transport equation, as can be seen 
by inspection. 

Consider next the problem 

qo(x, Jl)=q(x,/.t}//-L EXp, p>l, 
(67) 

We will look only for a particular solution, Boundary 
conditions can be met by using solutions of the homo­
geneous equation. 

We look for a particular solution of the form 

w(x, /-L)= t d[E(v)l/J(x, Il, v)}, (68) 
. -1 

We have the identity 

qo(x, /l)= t d[E(v)qo(x, 11)]. (69) 
-1 

Inserting Eqs. (67) and (69) in Eq. (70), we obtain 

II fl loW 1 ] 
d[E(v)qo(x, Il)]= dE(v\ax(x, Jl, v) +-v I/J(x, /-L,1I) , 

-1 -1 (70) 

This is solved by taking 

(71 ) 

or 

(72) 
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For II> 0, we integrate from Xo to x to get 

exp (X/II)l/J (x, Il, v) - exp(xo/v)</J(xo, Il, v) 

= r exp(s/lI)qo(S, Il) ds, 

so that 

</J(x, Il, v) = exp[ (XO - x}/v ]l/J(xo, 11, v) 

(73) 

+ r exp[ (s - x )/v ]qo(s, 11) ds. (74) 
Xo 

For II < 0, we integrate from Xl to X to get a similar 
equation: 

l/J(x, 11, v)=exp[(x l -x)/v]</J(x l , 11, v) 

+ r exp[ (s - X )/v ]qo(s, 11) ds (75) 
Xl 

The general solution of Eq. (67) which is bounded is 
then given by Eq, (68), where l/J is defined in Eqs. (74) 
and (75), and l/J(xpl1,v) is arbitrary. A particular solu­
tion is obtained by setting l/J(xo 11, v) = 0, 

VI. DISCUSSION 

The Case transforms, Eqs. (7) and (8) were originally 
derived for Holder-continuous functions f', and we have 
shown that they can be extended to functions f' E Xp. 
Furthermore, we have constructed the spectral family 
for K in each of the Xp spaces, p > 1, and we have shown 
how to use this spectral family to solve typical prob­
lems, Several aspects of these results seem worthy of 
further commenL 

First, the conditions that f' (11) be in Lp means that 
the Case formulas hold for functions f' which can be 
highly Singular at 11 = O. However, this feature was 
shown in Sec. V to be essential in solving problems with 
sources, since the modified source qo = l1- l q had to be 
written as a "full-range" expansion, Second, the re­
moval of the unphysical Holder condition onf' con­
stitutes an obvious generalization. We emphasize that 
for Holder-continuous f', Eqs. (7) and (8) hold point­
wise for each 11, while, for f' E X p , Eqs, (7) and (8) 
hold only in the (integral) norm of X p ' 

The existence of a spectral family for K was estab­
lished by Hangelbroek4 for L2 and c < 1 by showing that 
K is topologically equivalent to a self-adjoint operator. 
Our results show that this family exists not only for L2 
and c < 1, but for the much larger spaces X p , p > 1, and 
for any value of c > 0, 

This phYSically natural space for the transport opera­
tor is Xl' but in this space interesting mathematical 
difficulties occur. For p = 1, Theorem 0 is no longer 
true; in fact the principal value operator is definitely 
unbounded. 6 Also the projection operators E(w) for - 1 
< W < 1 are unbounded, so formulas such as Eq, (42) 
cannot hold in the usual Stieltjes sense, 

We shall not consider here the problem of generalizing 
the Case formulas to Xl' Instead, we refer the reader 
to Ref. 7, in which this problem has been solved by 
methods different from those introduced here, 
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Since the solutions of the transport equations obtained 
in Ref. 7 include those obtained in Sec, V of the present 
paper as a special case, we should comment on the ap­
plicability of the present results, First, convenient 
orthogonality relations such as Eq. (11) and a corre­
sponding formula for the half-range expansion coefficient 
are available in the Case approach, but not in the 
method used in Ref, 7, Second, the completeness and 
spectral properties of the Case eigenfunctions or close­
ly allied techniques have been applied to a number of 
problems independent of Simply solving the transport 
equation, For example, the solution of the inverse 
problem,8 the rigorous derivation of the equation of in­
variant imbedding, 9 the justification of the multiple 
scattering expansion, 10 the solution of the transport 
equation in cylindrical or spherical geometries, 11 as 
well as a whole host of problems involving the solution 
of equations which have arisen in a number of astronomi­
cal, physical or engineering applications, 11 It is hoped 
that generalizing the class of functions which may be 
expanded in Case eigenfunctions may increase the num­
ber of possible applications such as those enumerated 
above, 

Finally, we point out that it is of some mathematical 
interest to demonstrate the spectral family for an opera­
tor (not normal) for which a general spectral theorem 
has not been proved, Other such operators may be 
treated by methods similar to those used here. 
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Global existence of solutions to the Cauchy problem for 
time-dependent Hartree equations 

J. M. Chadam* and R. T. Glassey* 

Department of Mathematics, Indiana University, Bloomington, Indiana 47401 
(Received 9 September 1974) 

The existence of global solutions to the Cauchy problem for time-dependent Hartree equations for N 
electrons is established. The solution is shown to have a uniformly bounded H 1(R,3) norm and to 
satisfy an estimate of the form II IjJ (t) IIH' ~ c exp(k t). It is shown that "negative energy" 
solutions do not converge uniformly to zero as t ---l 00. 

1. INTRODUCTION 

We consider the existence of global solutions to the 
Cauchy problem for the equations 

o<p 1 2 
i at = 2' 6.</!+ TXI <p- v(</!)l/i (1. 1) 

and 

a~· 1 Z iF = 2' 6.l/ij + TXI <Pj - VOP</!j 

(j = 1, 2, ... , N). (1. 2) 

(1. 1) is the time-dependent version of the Hartree 
equation for the helium atom, and (1. 2) is the corre­
sponding equation for an N-electron system. In (1. 1), 
v = v(,J;) is the Newtonian potential of the charge density 
7!'l!= I Ii! 12: 

1 </!(y, 1)12 dy 
Ix-yl 

(1. 3) 

The notation in Vop in (1. 2) denotes an operator whose 
action on the function l/i/x. t) is 

N ( 1 1 </Jk(Y. ,)12 
vOP<Pj(x, t) = Z <p/x , t) I" 1 dv 

k=l 1R3 X - " 

(1. 4) 

The "interchange" operation is to be noted here; that is, 
in the second term of (1. 4) l/ij has been "brought under 
the integral sign. "Also, in (1. 2). Z is a positive inte­
ger, the atomic number. 

Stationary solutions of these equations are of great 
interest. Here one asks for solutions of the form 

l/i(x. t) = exp(iAl)\[!(x) for (1. 1) (A E ffi) 

or 

The resulting nonlinear elliptic equation for \If has been 
studied by Reeken l and Sather and Gustafson2; for a 
physical derivation see Ref. 3. Wolkowisky4 considers 
stationary solutions of a generalized form of Eq. (1. 1), 
and Lieb and Simons have treated the corresponding 
problem for (1. 2). 

Our interest in these equations has arisen from a 
problem in relativistic quantum mechanics. SpeCifically, 
we have shown in Ref. 6 that the coupled Maxwell­
Dirac equations. in the case of zero magnetic field 
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(H =' curl A = 0) can be reduced to a single partial dif­
ferential equation 

o</! 3 ol/i i 2 
- = Z yk.y0 - _ iMy°</!+ ..!L. v(l/i)W at k~ aX k 4w' 

for the spinor function l/i, where v( l/i) has precisely the 
form (1. 3) and the yk'S denote the Dirac matrices. 
In Ref. 6 we have shown that the above equation has (an 
appropriately defined) global solution in two space di­
mensions (in which case - v = logr * 1 <p: 2), but the three­
dimensional problem remains unsolved, thus motivating 
the present work. 

In Sec. 2 we shall treat the local existence problem 
for (1. 1), (1. 2). The nonlinear term IJ(</!)l/i (or uop<p) is 
Lipschitz in an appropriate manner, but the presence of 
the singular coefficient 1/1 x 1 complicates the situation. 

In Sec. 3 we prove that these local solutions exist 
globally, by obtaining uniform bounds on the norms 

Ilv </J;U)II L2(1R3). 

This is accomplished by finding, after a very tedious 
calculation, an invariant, the "energy." In addition, a 
bound of the form II </!(t)1I H2 and exp(kt) is established. The 
situation arising from applying a periodic driving term 
{(l)</J [j(t) l/ijl to Eq. (1.1) [(1. 2) resp. J is discussed at 
the end of Sec. 3. 

We conclude in Sec. 4 by showing that "negative 
energy" solutions do not decay uniformly to zero as 
l- DO. 

We shall employ the usual notation for L P norms 

Ilull p = [.f ju(x) jPdxl l/P 

and for Sobolev norms 

where Hm is the space of functions whose derivatives up 
through order m lie in L2(ffi3). Furthermore. f * g(x) 
will denote the spatial convolution of two functions de­
fined on IR3. 

2. LOCAL EXISTENCE 

In this paper, when we speak of a solution to the 
Cauchy problem for Eqs. (1.1) and (1.2), we shall mean 
a solution of the t-ingegrated form of these equations. 
Specifically, if we denote the Coulomb Hamiltonian 
- 6./2 - 2/ I x 1 by H c' then a finite-energy solution of Eq. 
(1. 1) over the time interval [/0' T) is a continuous map 
t - </J(t): [10' T) - Hl which satisfies 
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where l;t(t) = exp(iHJ)l/!o is the solution of the Coulomb 
equation with the same Cauchy data and the integral is 
to be interpreted in the strong Riemann sense in HI 
[similarly for Eq. (1. 2)]. The treatment of integral 
equations such as (1. 1'), modelled after the Picard 
theory for ordinary differential equations, is well es­
tablished (cf. SegaI7

). In particular then we shall prove 
in this section that solutions of (1. 1') and (1. 2') exist 
locally {i. e., for a small enough interval [to, Tn by 
showing that the nonlinearity is locally Lipschitzian in 
H1(JR3). This coupled with the proof in Sec. 3 that the 
HI norm of the solution remains finite for each t shows 
that T can be taken to be + 00. As mentioned in the 
Introduction, the Coulomb term (21/!/lxl or zi/!/Ixl) is 
not treated as part of the perturbation because of the 
complications which arise when one tries to apply the 
standard nonlinear techniques to it. For this reason it 
is included in the "free" part of the equation and handled 
with the well-known linear theory. 8 We begin with a 
technical result which effectively permits the Coulomb 
Hamiltonian to be treated using the Sobolev space HI. 

Lemma 2.1: For each Z there is a y. such that - ~/2 
- Z / I x I + y. is a positive self-adjoint operator with do­
main =D(- ~). Thus (- ~/2 - z/Ixl +y.)1/2 exists as a 
positive self-adjoint operator with domain D((- ~)1/2). 
The norm II( - ~/2 - z/ I x I + y .)1/2. II is equivalent to the 
HI norm. 

Proof: Ify. is chosen ",(z/2)2/i=Z2/2 (=-the lowest 
eigenvalue of - ~/2 - z/ Ix I), the first two statements 
are standard results (Ref. 8, pp. 410 and 281), which 
are included for completeness. That III - ~/2 - z/ 1 xl 
+ y.)1 /211 is a norm is a direct consequence of the second 
statement. Finally if I/!E:D(-~)=D(-~/2-z/lxl +y.), 
then 

(-t -iI +Y.)I/!' I/!) 

=((-~ - ~ +y) I/! i/!) + (- ~I/! ,I/,) 
4 Ix I .' 4 

"'((- (Z~2)2 +Y.)I/!'<L) +(-4~1/!,~) 

'" (tI/!, ~,) + ( - ~I/! , ~) = (±(1- ~)I/!, I/!) 

if Y. is chosen'" ± + 4(z/2)2 > z2/2. Thus 

(~I- ~)I/!, I/!) ';((-2~ - ~ +y.)i/!' I/!) 

.;(i(2y.- ~)i/!, 0) 

the last inequality following from - (z/ I x I I/!, I/!) .; O. Since 
all operators are positive, the above can be rewritten 
as 

II (- ~ z )1/2 112 ±1I(I_~)1/21/!1j2.; -2--IXT+ Y' I/! 

Since D( - ~) is a core for all of the above operators, 
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the inequality can be extended to i/! E: D((- ~)1/2), thus 
completing the proof since the first and last norms are 
equivalent to the HI norm by the spectral theorem. 

C oroll ary 2. 2: The Coulomb propagator exp( iH el) is 
a uniformly bounded one-parameter group of operators 
in H\JR3). 

Returning to the question of existence locally of solu­
tions to Eqs. (1. 1') and (1. 2'), all that requires checking 
in Segal's fundamental result (Ref. 7, p. 343, Theorem 
1), in view of the above corollary is the locally Lipschitz 
character of the nonlinear term in HI. 

Lemma 2.3: The nonlinear term v(I/!)<J; in (1.1) is 
locally Lipschitzian on H1(JR3); that is, there exists a 
constant c=c(III/!IIHl, 11~IIHl), depending on III/!IIHI and 111/!1IHl, 
such that 

Ilv(I/!)I/!- v(~)~IIHI ';c(III/!II Hl, 11~IIHl) III/!- ~IIHl. 

Proof: From (1. 3) we have 

v=v(i/!)= --- dy. f 11/!12 
Ix-yl . 

Hence, using the basic inequality (cf. Ref. 9, p. 446) 

J (11/!12/lxI2)dx';41IVI/!II~, 
we find 

IIvll ~ .; II I/! I 12 II I/!/ 1 x - Y 1112 .; 2111/!1I2 II V I/! 112 

and IIVvll~.; const Ilvl/!ll~. 

Then, writing v for v(~) and v for v(I/!), we find 

Ilvl/! -; ~II HI = Ilv(1/! - ~) - ~(; - v)II HI 

.; const(llv(I/!-I)))112 + 11~(v - v)11 2 + IIVv(<L-I)))112 

+ Ilv(vl/! - v~)112 + 11\7~(v - v)11 2 + 11~(Vv - Vv)112) 

We now estimate the Ik's using the above inequalities. 
We have 

11 = IIV(I/! -1)))11 2 ,; Ilv/I .. I/1/! - ~1I2'; 2/bJ;11 2 /IVI/!I/ 2111/! - ~112 

.; I/I/!/I~l/II/! - ~/IHl. 

Using the Sobolev inequality Ilcpll6'; const I/Vcp/1 2, we 
obtain 

12 = 11~(v - v)11 2 .; 11~11611v - viis'; const 11~IIHlllv - v113' 

Now from Ref. 10, p. 220, part c, there follows 

Ilv - vl13 .; const III ~12 - I I/! 12111 

.; const II <J; + ~11211 I/! - ~112' 

Thus 

12 .; const II~II H1(1I1/!11 H!+ II~II HI) III/! - ;;;IIHl. 

Similarly we find 

13 = IIVv( I/! - ~)112 .; Ilvvll ~ IIi/! - ~112 

and 
.; const 11i/!1I~1111/! - ~II HI 
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For Is we write 

15 = IIV'J(~ - 1')112 '" 11V'~1I211 Ii - vii ~ 

"" IIV'JI1 2 1IJ) - ~11211(i/! + ~)/I x - y 1112 

'" 211V'il'1I2 (11V'wI1 2 + 11V'~112) II,,V - IliIIHI 

and finally 16 is estimated as 

16= 11i1!(V'v - V'V)112 ~ 11011 211V'v - V'v112 

-'Sconstll~112 II I 11i/!12_10121 dy)/lx_yI211.., 

~ const!101l HI 11(i/! + 0)/ Ix - y 1112 11(i/! - ~)/I x - y 1112 

~ constll JII HI( II V'i/!1I2 + II V'~112) II V' ,,V - V'0112 

'" constI101IHI(lI~'IIHI + II~IIHI) IIi/! - ~IIHI. 

This proves the lemma. 

We can prove a similar result for Eq. (1. 2); com­
plications only arise in algebraic manipulations. 

Lemma 2.4: The nonlinear term vopi/!j in (1. 2) is 
locally Lipschitzian on HI(IR3). 

Proof: If we set 

1J jk =(1/r)*l/!ji/!k 

and v k = V kk' we must obtain the stated estimate on the 
quantity 

N 

6 [(i/!jVk-i/!kVjk)-(iJ!jVk-iJ!kVjk)l, 
k ~ 1 

where uk=(1/r)* l~kI2, vjk=(1/r)*~j~k' We rewrite the 
above expression in the form 

We choose the norm I'*' 1= maxI"i"N II/J i I for a vector 
'*'=(i/!I' i/!2"'" i/!N)' Then all the estimates are essen­
tially contained in the preceding lemma. Clearly, the 
first two terms above, 

I/!j(u k - Vk) - Vk(~j - i/!), 

are handled exactly as before. The remaining terms 
are estimated, for example, as 

IIV'Vjk(~k- i/!k)11 2 '" IIV'Vjkll~ II~k- i/!k1l2 

"'constll;jj - ,*,11 2 I ~j~.dy/ Ix - y I L 

'" constll;jj - '*'11 HI II~j112 11V'~kI12 

and as 

1IV'i/!k(l'jk- vjk)11 2 

'" Ilv jk - Vjkll~ 11V'i/!kI12 

~ 11,*,11 If I i/!j""0k- ~i~kl dy 
H Ix- y I 
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'" const II,*,IIHI[II,*,IIHIII,*, - ~112 
+lIiirIlHIII,*,-iirIlHd, etc. 

3. GLOBAL EXISTENCE 

We now show that the local solutions found above exist 
globally. In view of Segal's theorem, 7 we must show that 
the HI norms remain finite at each t?- O. Indeed we will 
prove that, for a solution i/! of (1. 1) or (1. 2) 

11i/!(t)11 HI 

is a uniformly bounded function of t. In addition it can 
be shown that 11i/!(t)IIn2 grows no faster than exponentially 
for large t. We will proceed formally with the calcu­
lations and will supply justification at the end of this 
section. We begin with the following basic result. 

Lemma 3.1: (a) Let i/! be a solution of (1. 1). Then 
11i/!(t)112 = Ilw(O)112· 

(b) Let i/!j (j = 1, 2, ... ,N) be solutions of (1. 2). Then 
"''vj(f)11 2 = IIi/!j(O)112 for all j = 1,2, ... ,N. 

Proof: (a) We multiply (1. 1) by Jj to get 

~''vt=(-i/2)0 Ai/!-(2i/lxl) 1d:12+ivl,pI2. 

We conjugate this and add the result to the above ex­
pression. This gives 

i - -
= - V" (i/!V"P - i/!V'i/!). 

2 

An integration establishes the result. To prove (b), let 
us write (1. 2) in the form 

. a 'Pj 1 z N 
1 at = 2" AI/Jj + TXT i/!j - ~ ('PjVk-''vkVjk)' (3.1) 

where 

(3.1') 

and Uk=V kk is real. A multiplication of (3.1) by""0 j gives 

.;;: ?L =! 0; A,/, + _z_ 1,/, 12 
l'Yj at 2 ~j 'Yj Ixl 'l'j 

We now take imaginary parts of this equation. The left­
hand side becomes 

Im(i~j a:: )=Re(~j aa~i) = ~ a~ li/! j I2, 

and the right-hand side equals 
N 

t Im[V' . (~j V'i/!j) J + 1m 6 0;'PkVjk" 
k~1 

Now from (3.2) we have 

Av jk = - 47fi/!j~k 

so that 
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Hence 

and an integration over 1R3 completes the proof. 

Let us now confine our attention to solutions of Eq. 
(1. 1) and obtain the desired estimates. 

Lemma 3.2: Let I/! be a solution of (1. 1) with 
I/!(', 0) E:H1(1R3

). Then we have 

III VI/!(x, t)12 + v(x, t) I w(x, t) 12 - (4/lxl) II/!(x, 01 2] dx 

which proves the result. 

Before establishing the H2 bounds, we remark that 
this invariant can also be obtained through a multiplica­
tion of (1. 1) by Aifj. 

Lemma 3.3: Let I/! be a solution of (1. 1) with 
,p(', 0) E:H2(]R3). Then there exist positive constants c, 
k, depending only on Ilw(O)IIy2, such that 

IIw(t) II H2 "'" c exp(kt) 

for all t ~ O. 

Proof: From (1. 1) we have 

I/! tt = (- i/2)Al/!t - (2i/ I x I) WI + iv t'» + iVl/!t· 

Hence 

"iftl/!tt = (- i/2)/[JtAl/!t - (2i/ I x I) I Wt 12 + iv tlbtl/! + iv 1>1) 2 

= const=C o' (3.2) and 

Hence IIVI/!(t)II~ is uniformly bounded by some constant 
depending only on IIw(O)IIHl. 

Proof: We multiply (1.1) by "0 t to get 

II/!t 12 = (- i/2) ~t AI/! - (2i/1 x I) ~tl/! + iV~tl/!· 

We conjugate this and subtract the result from the above 
equation. This gives 

Now from (1. 3) we have 

Av = _ 47T II/! 12
• 

Hence we may rewrite the last term above as 

a 1 12 -v -1 1 v - I/! = - Av = - V' (vV'v )+ - Vv· Vv at 47T t 47T t 47T t 

-1 1 a I 12 = - V· (vVv ) + - - Vv 
47T t 87T at 

- 1 1 a I =-V.(vVv )+- -(v 1/!12) 47T t 2 at . 

By integrating over 1R3 we obtain the desired result 

~ f (IvwI2+vII/!12- ~~~12) dx=O. 

To prove the second assertion, we find from (3.2) 

lIV'w(t)II~ ~ Co + 4 f II/!(x, t) 12 dx. 
lxl 

Using the fundamental inequality 

lI!b/ I x 1112 ~ 211V$1I 2 

(cf. Ref. 9, p. 446), we obtain by the Schwarz inequality 
the estimate 

1125 

IIVw(t)lI~ ~ Co + 4I1w(t)1I 2 I1w(t)/ I x 1112 

~ Co + 8I1w(0)1I2 11V'w(t)1I2, 
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We add these equations and integrate over ]R3 to get 

Now 

IIvtlt)lI~ ~211f IwllwtldY/lx-YIII~ 

~ 211 I/! / t) 112 II w(t) / 1 x - Y 1112 

~ 411I/!t(t)1I 2 IIVIP(t)1I 2 

~ const II <P t(t) 11 2, 

Therefore, 

:, IIl/!t(t)II; ~ constllvt(t)II~ Ill/!t(t)11 2 11,p(t)1I2 

'" canst 114'/t)II;. 

Hence by Gronwall's inequality, II4't(I)112 is an expo­
nentially bounded function of t. Then from (1. 1) we find 

IIA4'{t)llz '" 211 Wt (t)11 2 + 411 '~~i 112 + 21Iv(t)i/J(t)11 2 

'" 21Iw/(t)11 2 + 81Ivi/J(t)112 + 21Iv(t)11 ~ III/!(O) 112 

~ 211i/Jt(t)1I 2 + 81IVi/J(t)1I2 + 4114'(0)1I~ IIVi/JU)ll z' 

Thus IIAi/J(i)11 2 '" const(1 + 11<p/t)112) so that IIAi/JU)ll z, and 
also 114'(1)11 HZ' are exponentially bounded. 

We have now proved the following result. 

Theorem 3.1: The Cauchy problem for the (integrated 
form of the) time-dependent Hartree equation (1. 1) has 
a unique global solution in H1(]R3), provided 
w( • ,0) E:H1(]R3). This solution satisfies the bounds 

11$(t)IIHl ~M, t ~ 0, 

11$(t)11 n2 ~ c exp(kt) if I/!(', O)E H2, t ~ 0, 

where the constants M and c, k depend only on 1I<p(O)IIHl 
and 1I<p(O)ll nZ , respectively. 

We shall now develop the corresponding theorem for 
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Eq. (1. 2). Recall that it can be written as 

. (lq'. 1 z IV 
1_1 = - D.J!.+ - ,I, - ~ (,f'1I ,I, 11) (1 ",.,' "'N) 0/2 1 Ixl'fj ~,!,jk-'fkjk 

(1. 2') 

where Ujk=J[ljJlv,t)~k(y,t)/lx-Ylldy andvk=vkk . We 
thus have rjk=vkj and 

D.1'jk = - 47TljJ j lPk • (3.3) 

We shall consistently use the notation 

which will mean the term for which k =j is to be omitted 
from the summation. Notice that the term corresponding 
to /, = j in the sum on the right side of (1. 2) vanishes. 
We now obtain the analog of Lemma 3.2. 

Lemll1a 3.4: Let IjJj' 1 "'j "'N, be solutions of (1. 2) 
with iJ; j( . ,0) E: H 1(IR3

) for all j. Then we have 

- -16
1 t, 1 V'vjk(x, tW) dx = const = Co. 

7T k=l 

Moreover, 2: ~=111V'1jJ/1)1I; is uniformly bounded by a 
constant depending only on the norms II</!j(0)IIH1, 1 "'j "'N. 

Proof: The proof is an exceptionally laborious calcu­
lation. We follow the method of Lemma 3.2; that is, 
we multiply (1. 2) by aljJ/at, sum over j, and then take 
real parts. As before, the left-hand side is 

Re( E i aa'~j n=o. 
The first two terms on the right-hand side give 

(-) (-) 1 ~1jJ 1 aw 
= Re '" [- V" _J V'I!.. _ - V'I./! • V' .:..:!...L 'J 2 at . 1 2 J at 

~ "'f (! IV' . 12 _2 I 12) dt ~ 4 IjJ j - 2 I x I IjJ j dx 

(3.4) 

It remains for us to show that the right side of (3.4) can 
be written as the time derivative of the appropriate 
quantity. For this purpose we shall integrate by parts 
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at will without explicit mention. All double sums below 
LjL~ are taken over the indices j = 1, 2, ... ,N, 
k=1.2 .... ,N, k*j. First we calculate 

:t f !?~'vklljJjl2 dx 

=/ y~?(~ IljJjI2+Vk:tIWjI2)dX 

==/66' [- ..!... ~ Llv _ ..!... V Ll(a
Vk) 

j k 87T at j 87T J at 

Hence 

1 f 6" (avj ilVk) - - I " - Llv - - Llv. dx 
- 87T j Tat kilt J 

(3. 5) 

The first term on the right above vanishes on account of 

>: ~, (aVj Ll _ aVk Ll \ 
'-j '!: at vk at vi) 

The integrand on the left-hand side of (3.5) can be 
written 

= ~6 6 vkl</!j 12 - ~6Vj IW j 12 
j k j 

Thus from (3.5) we obtain 
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He f2?;;;'VklPj~~j dX=~ d~ !1f'f'VkllPjI2dX. 

The use of this result in (3.4) gives 

f ' a~j 
=4He y~ VjklPka[ dx 

because v jj is real. Thus we have calculated the right­
hand side of (3.6). Substitution of this result there 

(3.6) yields 

To evaluate the last term above, we calculate 

= 4~ :t f ~tt' [Y' . (vjk Y'v jk) - vjk ~vJkl dx 

=- :7T fry tt' a~t ~Vjk+Vjk ~e;t) ] dx 

=- .1.f[66' 47T j k 
(~) - (~)] ~ at Vjk+V jk ~ at dx 

Here we have used the property Vjk = vkj ' which now al­
lows us to combine the first two sums in the line above. 
Hence 
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:t!lf [i 1Y'lPjI2_2~XI l~jlz+i~'VkIWjI2 

- -6
1 

'2:/IY'v jk I2]dX=O, 1 7T k 

which is equivalent to the first part of the statement of 
the lemma. We show finally that the expressions 

(3.7) 

are nonnegative for each j = 1, 2, ... , N. Then we will 
have 

~ IIY'IPN)II; <s4Co + 2Z ~ f 'i;i 2 

dx 

and this inequality provides the uniform bound on 
2,j 11Y'lPj(t)II~, as in Lemma 3.2. To establish (3.7), we 
note that 

:7T f lY'v jk I2dx= fVjklPj~kdX 
follows from (3.3). Hence 

4Ij~ f6'(Vkl~jI2_lvjklPjijjkl)dx. 
k 

Now 

<s(f ~d )1/2(f l~kl2 
Ix-yl y Ix-yl 

so that 

1 v jk~ j ijj k 1 <s ( vV 21 ~ j 1 )( V~ / 211P k 1 ) 

Therefore, 

4Ij~ f ~'(hkllPjI2_tvjllPkI2)dX 
QED 

As in Lemma 3.3, we can also derive H2 bounds of 
the form 

lI~j(t)llH2 <scexp(kt) (j= 1, 2, ... ,N) 

for solutions IPj of (1. 2). The method is exactly that of 
Lemma 3.3; that is, we take a/at of (1. 2), multiply the 
expressions obtained by a?pj/at, etc., and then integrate 
over 1R3 and sum the results over 1 <S j <S N. Obviously 
the proof will go through as before provided we can esti­
mate each of the norms 
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above by 

const j~ II aa~j (t) II:' 
However, this is straightforward using the result of 
Lemma 3.4: 

~ II aal;k t 1141,112 11%11 2 

"const III x ~ y I 112 II a:t 112 II4I j 112 II ~112 
c const :611 ~ 11

2
, , 

j at 2 ' 

~ const ~ II~[ etc. 

Thus finally we can state the main result: 

Theorem 3.2: The Cauchy problem for the (integrated 
form of the) time-dependent Hartree system (1. 2) has 
a unique global solution in H l (ffi3), provided 
!J!j( ',0) EHl (ffi3) for all j = 1, 2, ... , N. This solution 
obeys the bounds 

and 
N 

:6lld)I)II~2~cexp(kt) if 4I(·,0)EH2, 
j=1 

whe re the constants M, c, k, depend only on N, Z, and 
the H2 norms of the Cauchy data. 

We now turn our attention to a justification of the 
above formal calculations. Clearly it would suffice to 
give a regularity theorem proving that our Hl solution 
of the integral equation satisfies the differential equa­
tion in the usual sense. Such smoothness might be too 
much to ask for especially in view of the fact that the 
required estimates are of a much weaker variety. For 
this reason we approach the problem from a Galerkin 
viewpoint (Ref. 7, p. 347); i. e., we obtain a differential 
equation in a subspace of Hl, obtain estimates using the 
computational ideas of the previous lemmas, and obtain 
the final result by passing to the limit. We restrict our 
attention to the two-particle case, pointing out that, as 
usual, the N -particle situation follows similarly but 
with more calculating. 
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Let P n be the spectral projection for He = - A/2 - 2/ I x I 
on whose range the restriction of He is bounded by n. 
Multiplying equation (1. 1 ') by P n = P~, one obtains 

Now strong differentiation in t of this equation is per­
mitted because of the boundedness of P flc (Ref. 7, p. 
353, Theorem 3). This gives rise to the following dif­
ferential equation for Pn41 = 4In: 

:t 4In=iHc4ln+iPnv(4I)4I. (3.8) 

This can be used just as effectively as Eq. (1.1) to 
establish the conservation of charge. Forming the inner 
product in L2(m3) with 4In(t) and taking real parts, one 
obtains 

Integrating from to to t E (to, T), we obtain 

lI4In(t)112-II!J!n(t0)112 =21' Im(v(!J!(s))4I(s), Pn4l(s))ds, 
to 

Letting n - 00, we obtain 

114I(t)W= 114I(t0)112 + 2 f Im(v(w(s))4I(s), w(s))ds 
to 

= 114I(t0)112, 

thus justifying the calculations of Lemma 3.1. 

In order to justify the conservation law, we again 
begin with Eq. (3.8). As in the formal proof, we form 
the L 2(ffi3) inner product with (d/dt) !J!n and take imaginary 
parts obtaining 

By using the fact that P .4Int = 4I. t [directly from Eq. 
(3.8)), the last two terms can be written as 

(v(4In)4In, 4Int) + (4I. t , v(4In)4In) 

+ (v(4I)4I- v(4In)4In, 4Int) + (4Inl , v(4I)4I- v(!J!n)4In)· 

The first two terms are precisely [V(4I.)(a/at) I 4I.1 2d3x 
for which the formal calculations in Lemma 3.2 are now 
rigorous because 41. E D (H c) = D (- tl.). Thus 

tIl V4I.(t)II; - «2/ I x I) 4I.(t)' 4I.(t)) + t(v(4I.(t)) 4In(t), wn(t)) 

= const - 2 Re l' (v( 41)41- v( !J!n)</J , </J.t) ds. 
to 

All that remains is to take the limit: 

IIV(</J.(t) -1jJ(t))112 ~ II(Hc +Y2)l/2(Pn</J(t) - w(t))112 
~ II(P.-I)(Hc +Y2)l/2</J(t)11 2 • 

The first inequality follows from Lemma 2.1. The last 
term tends to zero because of the spectral theorem and 
the fact that for each t E [to, T), w(t) E Hl(m3) 
=D«Hc +Y2)1/2). The second term can be treated by 
writing 

1«2/lxl) w.(t), </J.(t)) - «2/lxIH(t), w(t)) I 

~ 1«2/lxl)(</Jn-</J), wn)1 + 1«2/lxl)</J, </J.-w)1 
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",2{1I[(40n-<lMlxIJII21140nI12+lIw/1xi1l2I1wn-'pIl2} 

",4[1IV'(lPn -IP)1I2 11IPnIl2 + 1IV'40112 11IPn-1P1I 2J· 

The proof now follows from the previous argument. For 
the third term write 

1 (vnlPn' wn)-(vw,IP)1 

'" l(vnlPn-VIP,l/In)1 + I (vl/I, wn-w)1 

-'" IIvnwn- V'p1l2 II'PnIl2 + IIv>f;1I2 11 1Pn- w112' 

and use the calculations presented in Lemma 2.3 for 
terms II and 12 , Finally the integrand can be written as 

i[(vl/l-vnl/ln, (He+Y2)lPn)+(vw-vl/ln'Pnvl/l)-Y2(vw-vnl/ln' I/In)]· 

The last term was treated above, and the middle one 
can be handled similarly since IIvl/ll12 '" Ilvll~ 111/1112 
"" 211V'1/I112111/111;. The first term is written as 

«He + Y2)1/2(v40 - vnl/ln). (He +Y2)1/20n) 

and hence bounded by Ilvl/l-vn<!JnIlH111I/1nIIHl. The calcula­
tions of Lemma 2.3 now apply. Notice finally that the 
integrand is uniformly (in n) bounded by 
2 const[llvwllullli/Jllul+ IIvl/llln which is integrable on 
[to, T]. Thus the integral tends to zero by the dominated 
convergence theorem and the conservation law is 
rigorously justified. 

The H2 estimate proceeds in the same manner re­
quiring in addition the justification via the regularity 
theorem of Segal (Ref. 7, p. 353, Theorem 3) that Eq. 
(3.8) can be differentiated with respect to t. 

Finally we remark that Eqs. (1.1) and (1. 2) with 
periodic driving terms of the formf(t)I/J (a situation of 
recent interest in the physical chemistry literature) 
can be treated with the same methods. The locally 
Lipschitz nature of this term is obvious. In the proof 
of the conservation of charge it behaves (i. e., disap­
pears) as the other terms on the right-hand side of Eqs. 
(1.1) and (1. 2). The conservation law for the energy 
now becomes 

J jV',v(x,t)12+ v(x,t)i,b(x,t)j2-(4/ixl) i,b(x,t)i 2 

+ (t 1'(s) II/I(x, s) 12 dS) dx 
to 

= Co + fit) II I/I(t) II; - f(/o) II w(to)ll; 

= Co + [f(f) - f(to)]II'Wo)II;. 

Thus the "energy" of Lemma 3.2 satisfies the inequality 

J [I V'1jJ(x,!) 12 + v(x, 1)1 't'(x, 01 2 

-(4/l x l) 1>f;(x,t)12]dx 

'" Co + (t I 1'(s) 1 ds + f(t) - f(to)) 11<b(to) II;. 
to 

Since the right hand side is a locally integrable function 
the Gronwall-type argument used in Lemma 3.2 to prove 
the finiteness of II V'I/I(t) II; obtains. Suitable modifications 
can also be made to the H2 estimate in order that it ap­
ply to this case. 

4. ASYMPTOTIC BEHAVIOR 

Now that we have established the existence of global 
solutions to (1. 1), (1. 2), it is natural to a sk if they 
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converge in some manner as I - co to a solution of some 
time-independent problem. We state and prove one 
result in this direction. 

Theorem 4.1: Let w(x, t) be a solution of (1.1). De­
note by Co the (constant) energy of 1/1: 

CO=",3 [IV'I/I(x, t)12 + v(x, t) 1 w(x, t) 12 

-(4/lxl) II/I(x,t)12]dx. 

If 40 is a solution with negative energy, then II,p(t)11 ~ 1- 0 
as t- co. 

Proof: Let Co < 0 and suppose >f; is a solution such 
that Ilw(t)11 ~ - 0 as t - co. Then 

j vII/l1 2(x,t)dx=j v/40/ 2/3 11/11 4
/
3(x,t)dx 

'" Ilw(t)II:!31Iv(t) W4
/

3(1)111 

'" lI'p(t)II:!3I1v(t)113 111P4
/
3(1)11 3 / 2· 

Now from Ref. 10, p. 220, estimate (c) we have 

Ilv(I)11 3 '" const Ilw(t)II~ = const 111/1(0)11;. 

Hence 

j vi W 12 (x, t) dx '" const 110(t)II:!S 110(0)11~0/3 

- 0 as t - 00. 

Next we write 

By the Schwarz inequality we have 

(f _dx )1/2 
x I X 12 '" const 111/1(0)11 2 110(t)11 ~ - 0 as t - 00. 

I xl "'1 

Also we have 

II/I(x, t) 11/2 II/I(x, I) 13/2 dx 
Ixi 

Thus since Co is a constant, 

lim II V'I/I(!) II; 
t- ~ 

exists and 

lim 11V'1/I(t)II~ = Co < 0, 
t- ~ 

a contradiction. This proves the theorem. [An analogous 
result holds for solutions of Eq. (1. 2); it need not be 
written down explicitly. ] 
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We conclude with a simple example showing that the 
condition Co < 0 is easily realized. Consider the spheri­
cally symmetric solution U! = I/J( r. t) with Cauchy data 
'1'( 1'.0) = U'o( r) = exp( - ar /2), a> O. From Ref. 1 or 4 we 
have 

I'(r. t) =47Te Jr s211/J(s, t) 12 ds + l~s II/J(s, t) 12 dS) 
o 0 

Thus for Co = Co(a) we find the estimate 

Co(a)/47T 

~r r2[%(r)]2 dr+(II'PolI;-4) r r '~;(r)dr 
o . 0 

1 1~ ~ 4 a2 
0 r 2 exp(- ar) dr+ (C r2 exp(- ar) dr- 4) 

x.( rexp(- ar) dr 

= 1/2a + (2/ a3 
- 4)/ a2 

• 

Clearly, if a lies in a neighborhood of 3, then Co(a) < 0, 
and the condition obtains. 

We remark finally that the decay of positive energy 
solutions remains an open question. 
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The classical nonlinear oscillator and the coherent state 
K. Bhaumik and B. Dutta-Roy 

Saha Institute of Nuclear Physics, Calcutta, India 
(Received 9 April 1974) 

The coherent state constructed out of quantum oscillator states is employed to develop a method for 
solving the classical nonlinear oscillator problem. The perturbation solution of the Duffing oscillator 
is used to illustrate the method and to obtain the result of the classical procedure. 

I. INTRODUCTION 

Many of the problems of applied mathematics possess 
some essential features which preclude exact analytic 
solutions. One of these features is nonlinearity. 1 To ob­
tain information about solutions of such equations we 
are forced to resort to approximations and numerical 
solutions. Foremost among approximation methods are 
the perturbation methods, 2 whereby the solution is rep­
resented by the first few terms of an asympototic ex­
pansion. Thel;le expansions may be in terms of a param­
eter which appears naturally in the problem (or which 
may be artificially introduced) or these may be expan­
sions in terms of a coordinate. It is the rule, rather 
than the exception, the straightforward expansion in 
powers of a parameter have limited regions of validity 
and break down in certain regions called regions of non­
uniformity. To render these expansions valid (even if 
in the sense of asymptotic expansions) a number of 
techniques have been developed in the past, for example, 
among many others, the method of strained coordinates 
(where uniformity is achieved by expanding the depen­
dent as well as the independent variables in terms of 
new independent parameters), the method of multiple 
scale, and the method of averaging. 2 Confining our at­
tention to canonical nonlinear oscillators, let us consid­
er, for the sake of illustration, the Duffing nonlinear 
oscillator which follows the equation of motion 

(1) 

with boundary conditions given by, say, 

(1 ,) 

The straightforward perturbation approach consists in 
expanding the dependent variable (the coordinate) in a 
series in the parameter f:3, namely, 

.. 
x = L (3n xn{t), 

n_O 
(2) 

substituting in the equation of motion [Eq. (I)], equat­
ing like powers of f:3 to zero, and obtaining 

Xo +W
2

XO=0, 

Xl + W 2
X 1 = - xg, 

wherein putting Xo =A coswt and solVing, we get 

(3a) 

(3b) 

x =A coswt + f:3A 3 (- 8~~ sinwt + 32~2 (cos 3wt - coswt)) 

+O{~). (4) 

This two-term expansion cannot approximate the solu­
tion. As 1- 00 , x 1 /XO - oo due to the term tSinwt, which 
is called for this reason the secular term. The true 
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solution for Eq. (I) for positive f:3 must be bounded, 
since multiplying Eq. (I) by x, integrating, and impos­
ing the boundary conditions we get 

(5) 

which describes bounded motion for f:3 > 0, and hence the 
secular term expresses the nonuniformity of the 
straightforward perturbation expansiono Various tech­
niques have evolved to render such approximate solu­
tions uniformly valid, for example, the method of 
strained coordinates due to Lindstedt3 and POincare, 4 

the method of averaging used by Krylov and Bogoliubov, 5 

the generalized method of averaging due to Krylov­
Bogoliubov-Mitropolski6 or by Struble,7 by the method 
of averaging and variation of parameters using canoni­
cal variables by Von Z eipel, 8 and other methods. 2 

In the present work we shall use the coherent state 
to obtain a perturbative solution to the quantum non­
linear oscillator problem and obtain the classical solu­
tion in the appropriate limit. The use of the coherent 
state is motivated by the fact that it is the minimum un­
certainty state of the oscillator for which the expecta­
tion value of x possesses the classical time dependence. 
In the sense of expectation values the coherent state is 
indeed a "classical state" and the difference lies in the 
appearance of quantum correlations which tend to zero 
in the classical limit (Ff - 0) 0 An important advatange in 
the present method stems from the fact that in quantum 
mechanics the time appears in the form exp(iEt) which 
is a bounded function and thus the problem of secular 
terms does not arise. In the next section the well-known 
properties, which we shall need, of the coherent states 
are briefly r·eviewed. In Sec. III the method is developed 
and employed to solve the Duffing equation as an exam­
ple. Section N contains our concluding remarks. 

II. THE COHERENT STATE 

The eigenstates of the Hamiltonian 
2 

H =L +-'-m w2x2 o 2m 2 , 

for the harmonic oscillator, may easily be obtained9 

using the "annihilation" and" creation" operators 

(6) 

P - imwx t P + imwx 
a= ,J2mwtf ' a = .J2mwli ' (7) 

with [a, at] = 1, [a, a] = 0 = [a t, at], in terms of which the 
Hamiltonian may be written as 

Ho=liw(ata+t), (8) 

and the state of "n quanta," namely, In), is the eigen­
state of the Hamiltonian belonging to the eigenvalue 
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ffw(n + i), and may be generated from the ground or 
"vacuum" state 10) by repeated application of the opera­
tor at, namely, 

(9) 

A set of normalized states, known as coherent states, 10 

may now be obtained by superposing these states, to 
wit, 

I I 
"" an 

0') = exp(-j 0' 2/2) n~ -:;nr In) 

= exp(- Ct*a + Ctat I 0), (10) 

where 0' is a complex number. The last step of Eq. (10) 
follows from the fact that exp(A) exp(B) = exp(A + B 
+ MA, B]) if A and B are operators whose commutator 
is a c-number. These coherent states, eigenstates of 
the annihilation operator a (belonging to the eigenvalue 
a), forming an over-complete set, are not orthogonal. 
In fact, 

however, this overlap goes to zero as 10'- 1'31 _co. 
Writing 

(11) 

'x. 
0'=- yexp(iwt), (12) 

it is easily verified that 

(a Ix I a) = x.,fff12mW coswfo 

Thus X. is the "amplitude" in units of the "zero-point 
amplitude" and the classical limit is achieved when 

(13) 

ff - 0, x. - 00: X. vff!2mw - A (the corresponding classical 
amplitude) . 

III. THE CLASSICAL NONLINEAR OSCILLATOR 
AND THE COHERENT STATE 

(14) 

The Ehrenfest theoremll assures us that the expecta­
tion value of a dynamical variable satisfies the claSSical 
equation. Thus, for example, for the Duffing oscillator 
[see Eq. (1)] 

(15) 

Since we are interested in the solution of the classical 
nonlinear oscillator problem, we shall consider these 
expectation values in the coherent state (see Eq. (10)] 
and take the classical limit [see Eq, (13)J and ob­
serve that for expectation values in the coherent state 

(16) 

and thus (x) should yield the classical solution. 

The Hamiltonian c~,esponding to the Duffing equa­
tion is given by 

(17) 

We shall next adapt the coherent state I a) to the per-
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turbed Hamiltonian H to obtain states I a)' in terms of 
the modified quantum states In)' which are eigenstates 
of H and the energies Yiw(n + i) of the unperturbed prob­
lem are replaced by the corresponding energies E~. 
Thus 

(18) 

where N~ is a normalization constant. In view of the 
Ehrenfest theorem [providing Eq, (15)] and the vanish­
ing quantum correlations in the classical limit [shown 
in Eq. (16)], the solution of the classical problem may 
be obtained from the classical limit of the quantum 
solution. Thus 

'( Ct I x j a) '. (19) 

Thus, using perturbation theory (retaining terms to first 
order), we obtain 

E'=nwYi +tJ3(~\(2n2 + 2n + 1) + 0(1'32) 
n \4mwq 

(20) 

and 

2 

In)'= In) + ~: (2f~J [- t ,j(n + 1j(n + 2)(n + 3)(n + 4) 

x In + 4) + (211 + 3 ) ,j(n + l)(n + 2) In + 2) 

- (2n - l),jn(n - 1) 111- 2) 

+ t ,jn(n - l)(n - 2j(n - 3) In - 4)J -+"6(1'32
). 

Thus to order 1'3 we obtain, using Eq. (19), 

(21) 

[ 
A2 ] N/3. 

x = A cos ",'(I + t (3 w2 t) + 32w2 (cos3wt - 6 coswt) 

(22) 

which agrees with the classical solution (see, for exam­
ple, Von Ziepel'ss method). 

IV. CONCLUSION 

We have obtained a method for the solution of the 
classical nonlinear oscillator problem provided the sys­
tem is canonical and have shown that the perturbation 
method yields the same solution as that obtained by 
classical methods. An important advantage of the meth­
od stems from the fact that the independent variable 
(the time t) appears in the form exp(iEt) and is thus 
bounded and the problem of secular terms does not 
arise, It may also be interesting to use the nonperturba­
tive solutions to the quantum nonlinear oScillator12 to 
obtain interesting classical solutions. 
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An iterative method for solving a two-point boundary-value 
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The purpose of this paper is to study the existence. uniqueness, and method of construction of a 
nonnegative solution as well as the question of criticality for a two-point boundary-value problem 
arising in the transport process of n different types of particles in a rod of finite length subjecting 
incident fluxes and internal source. A recursion formula is derived for the calculation of the maximal 
and the minimal solution which are the respective limits of a monotonically nonincreasing sequence 
and a monotonically nondecreasing sequence. The behavior of these sequences leads to a 
characterization for the criticality question of the transport problem. It is shown under some 
physically reasonable conditions that the minimal and maximal solutions coincide so that it leads to 
a uniqueness theorem. 

1. INTRODUCTION 

In the transport process of n different types of par­
ticles in a finite rod of length (b - a) the equation 
governing the particle's density is given by the following 
system of equations: 

~~ + Ao(x)u = Al (x)u + A 2(x)v + p(x) \ 

(a",: x ",: b), 

dv -- + Eo(x)v = B1(x)u +E2(x)v +q(x) 
dx 

(1. 1) 

where Ai' Bi (i= 0,1,2) are nXn matrices and u, v, p, 
q are n-vectors. The components U1> ••• , Un of the vector 
u represent the n distinct type of particles moving in 
the forward direction along the rod while the components 
Vb ••• , Vn of V are the ones moving in the backward di­
rection. The derivation of (1. 1) is based on the balance 
relation for each of the n particles. The ith component 
of Aou is the loss of ith type particles due to collision 
while the corresponding component of (A1u + A 2v) is the 
gain caused by the interactions. The components of p 
represent internal sources independent of the inter­
actions. Similar physical interpretation applies to the 
second equation in (1. 1) for the backward moving parti­
cles. [For a derivation of (1. 1) and the related problems 
see Refs. 1, 2, 3 and for the corresponding time-de­
pendent problem see Refs. 4, 5.] When the ends of the 
rod are subj ected to incident fluxes, the boundary con­
dition becomes 

u(a) = Ua, v(b) = v~, (1. 2) 

where the vectors U a, v~ are given. By physical reasons, 
we assume that A o, Eo are diagonal matrices and all the 
elements in the matrices Ai' B; (i = 0, 1, 2) and the vec­
tors p, q, Ua, v~ are nonnegative functions on [a, b]. We 
also assume that these elements are only piecewise con­
tinuous. The requirement of piecewise continuity rather 
than continuity is the most physically interesting case 
(cL Refs. 3,4). 

The purpose of this paper is to characterize when the 
problem (1. 1), (1. 2) has a nonnegative solution (or no 
nonnegative solution) and when the solution is unique if it 
exists. We also present a recursion formula for the cal­
culation of the maximal and the minimal solution (see 
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Definition 2.2). It will be shown that the existence or 
nonexistence of a solution can be characterized by the 
convergence or nonconvergence, respectively, of the 
minimal sequence which is obtained from the recursion 
formulawith zero initial iteration (see Definition 2.3). 
In fact, the boundedness or unboundedness of the mini­
mal sequence is sufficient to determine whether the 
problem (1. 1), (1. 2) has a nonnegative solution. This 
fact leads to a characterization of the criticality prob­
lem for the system (1. 1), (1. 2). In this paper by a solu­
tion of (1. 1), (1. 2) we mean a pair of continuous vector 
functions (u, v) which are piecewise continuously differ­
entiable and satisfy (1. 1), (1. 2) at every point x at which 
AI> BI> p, q are continuous. 

The problem (1.1), (1. 2) has some other physical 
applications. Consider, for example, a beam under 
static loading conditions. If the beam has nonuniform 
stiffness, such as a sudden change in cross section, or 
the beam is made of different materials, then the equa­
tions governing the deflection w(x) of the beam is given 
by 

(1. 3) 

where E(x) is the Young's modulus, lex) is the moment 
of inertia, flex) is the axial force, and I(x) is the dis­
tributed forces along the beam. All of these functions 
can be piecewise continuous as is in most problems of 
interests. Now by letting u1 = W, u2 = wX ' v1 = Elwxx ' v2 

= - (Elwx)x' Eq. (1.3) reduces to the form of (1.1) with 

(1. 4) 

Hence our recursion formula can be used for the cal­
culation of the deflection of a beam with irregu lar 
cross section. 

It is to be pointed out that the corresponding time­
dependent transport problem has recently been dis­
cussed by Bellman4 for the case of constant matrices 
and by Pa05 for the case of nonconstant matrices and 
with internal sources. The technique used in Ref. 5 is 
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also by successive approximations, but the convergence 
proof is based on the contraction mapping theorem 
which does not seem suitable in the present situation. 
Here, we use the classical monotone argument which 
has frequently been used for the treatment of elliptic­
type boundary-value problems (e.g., see Refs. 6-10). 
This approach also leads to a recursion formula for the 
calculation of a solution, but, in general, the construc­
tion of a solution depends on the choice of initial itera­
tion so that different initial iterations may lead to dis­
tinct solutions. However, by imposing some additional 
conditions on the matrices AI' B 1 , we can obtain a 
uniqueness theorem. 

2. MINIMAL AND MAXIMAL SOLUTIONS AND 
CRITICALITY PROBLEM 

In this section we discuss the existence and construc­
tion of minimal and maximal solutions for the problem 
(1 . 1), (1.2), by a monotone iteration scheme. We also 
characterize the criticality problem in terms of the 
minimal sequence obtained from the iterations. Our 
process of iteration is as follows: Starting from a suit­
able pair of continuous functions (U(Ol,V COl ) we can con­
struct a sequence {u Ckl , v Ckl} from the following uncoupled 
but inter-related initial-value problems 

dv Ck ) , k=1,2,·.·. 
- -- + B VCkl - B UCk-ll + B VCk-ll +q dx 0 - 1 2 

(2.1) 

The construction of the sequence is clear since A o, Bo 
are diagonal matrices and the right-side of both equa­
tions in (2.1) are known functions. In fact, if we write 

Ao(x) =diag(a1
COl (x), ... , a~O)(x», 

Bo(x) = diag(b?'(x) , ... ,b~Ol(x» 

and define 

O'j(Xl>X2 )= exp(- J X2 aiO)(1) d1) 
Xl 

, i = 1 , ..• , n, (2. 2) 

then an integration of the first equation in (2.1) from a 
to x and the second equation from x to b lead to the 
following recursion formula: 

uCjkl(x)=a (a x)(u) + [X O'.(t xlt [a(.I)(t)uCk-1)(t) 
j' a j • a ,'" \i=l 'I" J " 

+ a~;'(~)vP-I)W] + PiW) d~, 

VjCkl(X) = f\(x, b)(vb)j + fxb f3 j (x, ~{E [b~jlWU?-l)W 

+bl7'WV?-I)W]+qIW)d~, i=l, ... ,n. 

(2.3) 

In (2.3), the functions aU), bg), up vi' Pi' ql (1 
= 1,2, i ,j = 1, ... ,n) are the respective elements of AI' 
BI' U, v, p, and q. Notice that, for each k=1,2, ... , 
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u? " v ~ k) are continuous on [a, bland are continuously 
differentiable at each point x where the prescribed 
functions are continuous. Set 

D a = diag(O' p ••• ,QI n)' DB = diag«(:ll' ... , (:In)' 

Then (2.3) may be written in the vector form 

UCkl(x)=D,,(a,x)ua + 1.% D,,(~,x)[AIWUCk-1l(~) 

+A2WVCk-IlW +PW]d~ 

v CkJ(x) = DB (x ,b)vb + f DB(x, ~)[Bl WU Ck-1 )W 
% 

(2.4) 

Hence our crucial problem is to determine when the se­
quence{uCkl,vCkl} converges to a solution of (1.2), (1.2). 
As we shall see in the subsequent discussions, the con­
vergence of this sequence depends on the existence of an 
upper solution and the choice of the initial iteration 
(uCO),v CO ). The definition of an upper solution is given in 
the following and it is similar to that used in Refs. 8-10 
for the treatment of certain elliptic-type boundary-value 
problems. We recall that for any two vectors u 
= (ul , •.• , un)' V = (VI' ••• ,vn) the inequality u ~ v means 
that u j ~ V i for each i = 1 , ... ,n. 

Definition 2.1: A pair of nonnegative functions (u, v) 
is called an upper solution of (1.1), (1. 2) if it is 
differentiable at every pOint where AI' B 1 , p, q, (1 
= 0,1,2) are continuous and satisfies the following 
conditions: 

(2.5) 

(2.6) 

The above definition implies that every nonnegative 
solution of (1. 1), (1. 2) is also an upper solution o 

Definition 2.2: Let (U,v), (u,v) be any nonnegative 
solutions of (1.0, (1.2) with u;;Sit ~ il, v ~ v ~ v. Then 
(u, V") and (~, £) are called maXimal and ~inimal solu­
tions, respectively, if every other nonnegative solution 
(u, v) with u ~ ti, v",; v satisfies the relations 

~(x)~u(x)~u(x), ~(x)~v(x)~v(x) forallxr::::[a,b]. 

In the following lemmas we show some monotone 
properties of the sequence determined from (2.4). 

Lemma 2.1: Let (it, v) be an upper solution of (1.1), 
(1.2). Then the sequence {itCk),V Ck )} given by the 
formula (2.4) with uCO) = U, v lO ) = v is monotonically 
nonincreasing, that is, UCk+l)~UCk), VCk+l)"';VCk) for 
every k = 0, 1 , 2, •••. 

Proof: It suffices to show that the sequence deter­
mined from (2.1) is monotonically nonincreasing. We 
first show that il c Il ~ u CO ), where uCO) =' u CO ) "" u. Let w 
= it(l) - it CO ). Then, by (2.1) and (2.5), 

dw + A w = (A u CO) + A v CO) + p) _ (dU (0) + A u C 0)\ ~ 0 
dx 01 2 :be OJ' 

(2.7) 

(2.8) 

c.V. Pao 1135 



                                                                                                                                    

By a transformation W - e~xw for some A> 0, if neces­
sary, we may assume that the elements a:O) of A o is 
strictly positive. Suppose, by contradiction, that w(x) 
has a component w/(x) which assumes a positive maxi­
mum at some point Xo E [a, b]. Then, clearly, xo"* a 
and aiO)(xo)wj(xo»O. Since [dwj{xo)!dx]", 0 for a<xo 
~ b we see that the left side of (2.7) is positive, which 
leads to a contradiction. Hence w{x)~O, that is, u(l) 
~ u(O). The same argument shows that v(l) ~ v(O). We 
complete the proof by induction. Assume U(k) ~ U(k-l), 
v( k) ~ V(k- l ). Then the function w(x) = U(k+ l ) (x) _ u( k)(X) 
satisfies the equation 

dW+ A w=A (U(k)_U(k-l»+A (iJ(k)_V(k-l» 
dx ° 1 2 

(2.9) 

and the initial condition w(a) = O. Since the elements of 
Ai' A2 are nonnegative, we see that the right side of 
(2.9) is nonpositive and thus 

dw -+ Aow~ 0, w(a)=O. 
dx 

(2.10) 

It follows from the same proof as for (u(l) _uta»~ that 
w(x)mustbenonpositive, that is, U(k+l)~U(k). Bya 
similar argument, we have V(k+l ) ~ V(k). This completes 
the proof of the lemma. 

Lemma 2.2: The sequence {U(k),V(k)} given by (2.4) 
with u(O) = VIOl = 0 is monotonically -nondecreasing, that 
is, l!..(k+ll"'l!..(k), ~(k+ll",~(k) for every k=0,1,2,'" 0 

Proof: The proof is similar to that given in Lemma 
2.1 and we sketch it as follows: For k = 1, we have 

dUll) 
----+ AOU(l) =p '" 0, u_( l)(a) =ua '" 0, 

dx -
(2.11) 

(2.12) 

Let w=-u(l). Then (2.11) is reduced to 

dw ) dx +Aow~O, w(a ~O, (2.13) 

which is of the same form as in (2.7), (2.8). Hence 
from the proof of Lemma 2.1 we have w(x) ~ 0, that is, 
u(l)(x) '" O. The same treatment for v (1) in (2.12) leads 
to I' (1) '" O. By an induction argument as in the proof of 
Lemma 2.1 we conclude that ~(k+l) '" ~(k), !!. (k+l) '" !!. (k) 

for every k. 

Definition 2.3: The sequences {u<kl, V(k)} and 
{U(k),V(k)} given in Lemmas 2.1 and 2.2 are called 
maximal and minimal sequences, respectively. 

Thus a maximal sequence is nonincreasing while the 
minimal sequence is nondecreasing. In the following 
theorem we show the convergence of these sequences. 

Theorem 2.1: Let there exist an upper solution 
(it, v). Then the maximal sequence {u (k), ti (k)} converges 
uniformly from above to a maximal solution (U, ti) of 
(1.1), (1.2) while the minimal sequence {l!..(k),!!.(k)} con­
verges uniformly from below to a minimal solution 
(~, !!.). Furthermore, 
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Proof: We first show that U(k) ~ ti(k) and V(k),,: V(k) for 
every k = 0,1,2,' ••. The proof is by indu ctlon. Since 
u(O)=u, v(O)==v and u(O)=v(O)=O, it is clear that u(O) 
~u(O) and v(O)~v(O).-Suppose that U(k-1)":U(k-1l and 
!!. (H) ~ V(k=i). Then from (2.1) and the nonnegative 
properties of the matrices A" Bp 1= 0, 1, 2, we 
obtain 

~(U(k) - U(kl) + Ao(ti(kl _ U(k» 
dx - -

=Al (U(k- l ) - ~ (k-l» + A2(v <k-lI _!!. (k-l » '" 0, 

ti(k)(a) - ~(k)(a) = 0, 

- ~ (v<kl - v (k» + Bo(V(k) - V(k» 
dx - -

= Bl (U(k- l ) - ~(k-l» + B
2
(v(H) - ~(k-1) '" 0, 

v( k)(b) - v (k)(b) = O. 

(2.15) 

(2.16) 

By the same argument as in the proof of Lemma 2.1 
with w{X)=U(k)-U(k) [or W(x)=V(k)-V<klJ we conclude 
that U(k) '" U(k), vTk) '" V(k). This fact together with the 
results in Lemmas 2. f and 2.2 imply that the sequence 
{U(k), VIR)} is monotonically nonincreasing and is 
bounded from below by (0,0) and the sequence 
{U(k),V(k)} is monotonically nondecreasing and is 
bounded from above by (it, v). Therefore, the pointwise 
limits 

limu(k)(x)=u(x), limv(k)(x)=v(x), 
fl .. co k"a::. (2,17) 

exist and the inequalities in (2.14) hold. To show that 
(u, ti) and (u, v) are solutions of the problem (1.1), 
(1.2), we recall that the sequences {U(k),V(k)} and 
{U(k),V(k)} both satisfy the recursion formula (2.4) and, 
in view of (2.14), are uniformly bounded. This implies 
that both sequences are equicontinuous and thus, by an 
elementary argument, their limits (ti, v), (~,!!.) are con­
tinuous. By the Dini's theorem, the convergence of 
these sequences are uniform. It follows by letting 
k- oO in (2.4) with{u(k),v(k)} representing either 
{U(kl,V(k)} or{u(k),v(k)} that both (u,v) and (u,v) are 
solutions of the integral equation - -

+ JX D,,(~,x)[AIWUW +A2(~)v(~) +p(~)]d~, 
a 

v (x) = D~(x, b)vb 

(2.18) 

+ t D~(x,~)[BIWUW+B2WV(~)+q(~)]d~. 
·X 

Now since (u, v) and (u, v) are continuous, the integrals 
in (2.18) are continuously differentiable at any point x 
where AI' BI (I = 0, 1,2) and p, q are continuous. This 
implies, by direct differentiation of (2.18), that (u, v) 
and (u, v) are classical solutions of the boundary-value 
problem (1.1), (1.2). Finally, if (u,v) is any nonnega­
tive solution of (1.1), (1. 2) with u ~ it, 11 ~ v, then by the 
same induction argument it is easily seen that u ~ U(k), 
V~V(k) and U"'U(k), V"'V(k) for every k=0,1,2, "0. 

Hence we have u: ~ u ~ u and 11 ~ V ~ v. This shows that 
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(il, v) is a maximal solution and (u, v) is a minimal solu­
tion. The proof of the theorem is-completed. 

It is seen from Theorem 2.1 that the convergence of 
the maximal and minimal sequences depends on the 
existence of an upper solution. Since, by definition, any 
nonnegative solution of the problem (1.1), (1. 2) is an 
upper solution, we see that the minimal sequence 
{u(It),V(k)} must converge to the minimal solution (u,v) 
unless the problem (1. 1), (1. 2) has no solution. Thls­
observation leads to the following conclusion: 

Theorem 2.2: A necessary and sufficient condition 
for the problem (1.1), (1.2) to have a nonnegative solu­
tion is that the minimal sequence {~(It) I ~ (It)} converges, 

The above theorem can be used to characterize the 
criticality problem in terms of the minimal sequence. 
We recall that the problem (1.1), (1. 2) is subcritical 
or critical according to whether it has a unique or 
more than one nonnegative solution. 

Theorem 2.3: The problem (1.1), (1. 2) is subcritical 
if the minimal sequence{~(It>,,~:(")} converges to a 
unique nonnegative solution, and is critical, if it con­
verges but the solution is not unique. 

Proof: The proof follows directly from definition and 
the results in Theorem 2.2. 

Since the minimal sequence is monotonically nonde­
creasing, a necessary and sufficient condition for the 
pointwise convergence of {u (It), V (k)} is that it be bounded 
on [a, b J. It is shown in the-proof of Theo rem 2.1 that 
the pointwise convergence of {u (k), v (It)} implies its uni­
form convergence so that the limit (u, v) is a classical 
solution of (1.1), (1. 2). We therefore have the 
following: 

Corollary: The problem (1.1), (1.2) is critical or 
subcritical if and only if the minimal sequence 
{~(k), ~(")} is bounded. 

3. UNIQUENESS PROBLEM 

In the preceding section it is shown that if there 
exists an upper solution (u, iI), then the problem (1.1), 
(1.2) has maximal and minimal solutions which can be 
constructed by successive integrations of the recursion 
formula (2.4). However, these solutions are not neces­
sarily the same so that there is no uniqueness theorem. 
Consider, for example, the simple problem: 

du 
-+u=v, u(O)=O, 
dx 

dv 
--+v=(I+~)u v(b)=O dx ' , 

(3.1) 

where (3 > ° is a given constant and u, v are scalar 
functions. If the length b of the rod is taken to be $"1(7T 
- arctan(3), then the pair (u, v) = (sin{3x, sin{3x + (3 cos{3x) 
is a nontrivial solution of (3.1). Therefore, in order to 
insure the uniqueness of a solution, it is necessary to 
impose some additional conditions on either the matri­
ces A" B, or the length of the interval [a, b J. In this 
section we impose some additional conditions on A" B,. 
Specifically, we have the following: 
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Theorem 3.1: Assume that 

j=l, ... ,no 

(3.2) 

Then the maximal solution (u, V) and the minimal solu­
tion (u,v) obtained in Theorem 2.1 coincide on [a,bl, 
that is, -u(x) = ~(x), v(x) = ~(x) for x EO: [a, b J. 

Proof: Let A> ° be an arbitrary constant and let W 

=e-~x(u-u), w*=e-~x(v-v). Then from (2.14), w(x) 
",0, w*(x)", ° for eachxE[a,bJ. Since both (il,m, (u,v) 
are solutions of the problem (1.1), (1.2), we have - -

dw 
dx =-AW+(A1- AO)w+A2w*, w(a)=O, 

dw* - dx = Aw* + B 1w + (B2 - Bo)w*, w(b) =0. 

Addition of Eqs. (3.3), (3.4) leads to 

~(w-w*) 
dx 

(3.3) 

(3.4) 

Let C=A1 +B1 -Ao' D=A2 +B2 -Bo and let the elements 
of C and D be cu , dij, respectively. Then 
(3.5) may be written as 

d n 

-d (Wi - wj) = - A(W I - wi) + 6 (CijW j + dlJwn, 
x J=l (3.6) 

i=l, ... ,n, 

where WI' Wi are the corresponding components of W 
and w*. By adding the equations in (3.6) and using the 
condition (3.2) we obtain 

d (,I ~ 
-d ~(Wt-wj) x .=1 

= - At (Wt - wt) +t [(tc .. )w. + (t dt.)WJ 
i=l j=l \~i=l tJ J i=l J Jj 

n 

";-A~(Wi-wi) [x EO: (a,b)J (3,7) 

The above inequality shows that the scalar function 
n 

f(x):= ~ [WI (x) - wj(x)J (x EO: [a, b J) 
i::l 

is strictly decreaSing in (a, b) so long as it is different 
from zero. This implies that, for any fixed x EO: [a, b J, 

n 

f(x),,; f(a) =6 [0 - wj(a)J,,; ° 
j=1 

and 

f(x) '" f(b) =t [WI (b) - OJ '" 0. 
1=1 

Therefore, we must have fix) = 0 for all x EO: [a, b J. In 
view of the equality relation in (3.7) we obtain 
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E[ (t c1J(x) wj(x,+(t d!J(x»)Wj(X~ =0 [XE (a,b)]. 

Since wJ(x), wj(x) are nonnegative and, by (3.2), 
L7:lCij(X) and L7=ld/ j (x) are nonpositive for XE (a,b), 
j=l, ... ,n, we have 

(3.8) 

E[Cij(X)]Wj(X)=(E d!J(X~ wj(X) =0 [XE (a, b)]. (3.9) 

It follows from (3.2) and the continuity of wi' wj that 
wj(x) and wj(x)=O for each XE [a,b], j=l, ... ,no This 
proves u =~, v = !!. and thus the theorem. 

Since every nonnegative solution (u, v) of (1. 1), (1. 2) 
is also an upper solution, the above theorem leads to 
the following conclusion. 

Therem 3.2: Let there exist an upper solution and let 
the condition (3.2) hold. Then the problem (1.1), (1. 2) 
has a unique nonnegative solution which can be con­
structed from (2.4) with u (0) = V (0) = O. 

Proof: Let (u,v) be any nonnegative solution. Then 
the pair 11 = u, V = v is also an upper solution and thus 
the process of construction given in (2.4) insures that 
u=u, v=v. By Theorem 3.1, we have u=~, v=!!.. 
Since this is true for any nonnegative solution (u,v), we 
conclude that the problem (1.1), (1.2) has only one such 
solution. The construction of the solution follows from 
Theorem 2.1. 

Remark: From the example given in (3.1) we see that 
for any E> 0, no matter how small it is, the condition 
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(3.10) 

is not sufficient to insure the uniqueness problem. 
Thus, except the case of pure scattering (that is, with 
E = 0), the conditions in (3.2) cannot be improved signi­
ficantly without some restrictions on the interval [a, b]. 
(See Ref. 11 for the case of pure scattering.) On the 
other hand, if the solutions of the problem (1.1), (1.2) 
are not unique, that is, if the maximal and minimal 
solutions do not coincide, then the physical system is 
critical and the corresponding value (b - a) is the 
critical length of the rod. The question of determining 
the critical length of the rod in terms of the matrices 
AI' BI needs further exploration. 
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The spectrum generating algebra associated with the negative energy motions of a classical dynamical 
system, namely the Kepler problem, has been systematically studied with the aid of the Poisson 
brackets. The canonical map between our realization and that of an earlier analysis by Barut and 
Bornzin has been established. 

I. INTRODUCTION 

Since the days of Laplace, 1 the Kepler problem has 
been extensively studied as this system furnishes an 
excellent prototype for building up dynamical symmetry 
models. In a previous communication,2 we systemati­
cally analysed the possible dynamical symmetries as­
sociated with the Kepler problem and the three-dimen­
sional harmonic oscillator with the aid of Poisson 
brackets. It was shown that in the Kepler problem (0 
there are two conserved vectors (the well-known Lenz 
vector A and the vector LXA) and three second rank, 
traceless tensors which together with the angular-mo­
mentum vector L separately close to the Lie algebra of 
0(4) and SU(3), respectively (for E< 0); (ii) because of 
the existence of the preferential pOints (perihelion/ 
apehelion) on the orbit, it was shown why 0(4) but not 
SU(3) is a dynamical group for the underlying classical 
dynamical system; (iii) since the vectors and tensors 
involve arbitrary functions of energy, there is an am­
biguity in the relation of the Hamiltonian and the 
Casimir operators of the dynamical group. 

Here, following Dothan, 3 we address ourselves to a 
systematic investigation of the "spectrum generating 
algebras" for the Kepler problem. We make use of the 
following assumptions. 

1. Let]v! be the state space of the classical dynamical 
system. It admits a maximal dynamical symmetry group 
K (correspondingly, K is the Lie algebra of infinetismal 
canonical transformations on M) actingly transitively on 
each energy surface ME"" K/Ko' where Ko is the stability 
subgroup of some point on ME' 4 This implies that all the 
orbits of the dynamical system are diffeomorphic to one 
another and that the Hamiltonian is a certain function of 
the canonical invariants of K. 

2. The vector field X H on M (H, the Hamiltonian of 
the system) generates a global action in ~ (~, the 
symplectic manifold or the phase space of the dynamical 
system) of 0(2) [0(1,1)] for compact (noncompact) or­
bits. This defines the "Hamiltonian group" G H [0(2) or 
O( I, 1)1 and the Hamiltonian appears as a function of 
single element of the Lie algebra. 

3. We now define the spectrum generating algebra 
<G: with the following properties: (a) It contains lK EEl GH 

( <G: H is the corresponding Lie algebra for the Hamiltonian 
group) in such a way that G H commutes with all the 
elements in K. (b) The compact and noncompact orbits 
may be realised corresponding to different open inter­
vals of the energy and correspondingly there exists 
analytic continuation within the above submanifolds. It 
is only in this sense that the group G admits a global 
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canonical action in the entire phase space n. (c) The 
elements of G satisfy the classical equation of motion, 

oG 
V-[G,H]=O. 

This implies that the elements of the algebras K and GH 

are independent of time and the rest of the elements of 
G have explicit time dependence. 

Our material is arranged as follows. In Sec. II, we 
briefly recapitulate the ideas underlying the spectrum 
generating algebra for the Kepler problem. Then, we 
outline the general method of constructing the elements 
of this algebra with the aid of equal-time Poisson 
brackets. The "symmetry algebra" for E < 0 is 0(4) 
which possesses a local canonical action on the energy 
surface ME ""0(4)/0(2); i. e., each energy surface is a 
homogeneous space with the stability subgroup 0(2). We 
now demand that the "spectrum generating algebra" G 
be such that the commutant of 0(2) is precisely 0(4) 
which leads to the structure of G=0(4, 2). The rep­
resentations of O( 4,2) possess the following properties: 

(i) A unitary irreducible representation of 0(4,2) on 
restriction to 0(4, 1) remains irreducible. We recall 
that the group O( 4, 1) is identified as the "group of 
quantum numbers" in the quantum counterpart of the 
Kepler problem by the Boulder School led by Barut. 
Dothan3 calls it the spectrum generating group since it 
describes the multiplicity structure of the energy levels 
(later, on inclUSion of the Hamiltonian as a generator 
of the group, he adopts O( 4,2) as the spectrum 
generating group of the Kepler problem). 

(ii) When restricted to 0(4), it splits up into the direct 
sum ofEElD(n.ko=O), eachD (n,ko=O) having multi­
plicity one. 5 We note here that the Casimir operator 
(the quadratic one) of 0(4) commutes with the 
Hamiltonian group generated by L 56 • We obtain various 
realisations of G and in the special case, rederive the 
well-known results of Dothan. 3 

In Sec. III, we examine the correspondence of our 
realisations with that of an earlier analysiS by Barut 
and Bornzin. 6 Starting with the usual nilpotent Heisen­
berg algebra and with the given spectrum of the 
Hamiltonian with the l/q potential, these authors gen­
erate the Lie algebra of 0(2, 1) and subsequently taking 
0(2,1) as the building block construct the Lie algebra 
of O( 4,2). In order to recover our present realisations 
from that of Barut and Bornzin, we first make a 
canonical transformation to the elements of G given in 
Ref. 6: 

L( F) = eF ( q,p) L 
ab ab 
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where. F(q. p) is an arbitrary differential function of 
the coordinates q and p. We note that under the canoni­
cal transformation. the elements L~t preserve the 
poisson bracket relations. Now. taking a suitable linear 
combination of the~e transformed elements L~t, we 
rederive our realisations for the Lie algebra CG. 

In Sec. IV, we briefly comment on our choice of 
0(4.2) as the "spectrum generating algebra." Some 
light is also shed on the analytic continuation when the 
Hamiltonian is identified with a noncompact generator 
L 46 • The bearing of our analysis in studying the sym­
metry algebras for a perturbed Hamiltonian dynamical 
system in celestial mechanics is also briefly commented 
upon. 

II. SPECTRUM GENERATING ALGEBRAS 

A. Introduction 

Let M = the state space of a classical dynamical 
system. In general, it could be of infinite dimension; 
and F(M) = the Coo real-valued functions defined on M. 

Let F(M) = {fl' f2' ... , f n}, and n= the symplectic 
closed form on M such that dn = 0 (i. e., the exterior 
derivative is zero). n is called the phase space for the 
underlying dynamical system and in the canonical co­
ordinate system is given by7 

n= 6 dPJ\dqi - dH A dt. 
i 

(2.1) 

For each fa E F(M), the differential dfa is a covariant 
vector field and the contravariant vector field Xla on M 
is defined as 

~ ( a fa d a fa d) a fa dt d.f =X/ J n=L..J - p.+ - q. +-. 
a a i api I aqi I at 

(2.2) 

and 

X, = ~ + 6 (af a _a __ afa ~) 
a at i api aqi aqi api 

(2.3) 

where Xla J n defines the contraction of n by X'a' 8 Let 
{X'a}=V(M). For every fa' fbEF(M), we write 

(2.4) 

Under the Poisson bracket (2.4), the real vector space 
F(M) becomes a Lie algebra. The map fa - X'a is a Lie 
algebra homomorphism of F(M) into V(M) on M. Thus, 

X I + BI = aX, + (3X, ' 
ex a b a b 

(2.5) 

Constants of the motion 

A function HE: F(M) is called a Hamiltonian function 
if it has no critical points (i. e., dH = 0). The triplet 
(M, n, H) is called a Hamiltonian dynamical system. 
Thus, 

a " ( aH a aH a) H-XH=-+~ --~----
at i ap i cqi oqi ap i 

(2.6) 

and 
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(
aH aH) aH 

dH =~ ap
i 

dP i + aq; dq; + at dt. (2.7) 

lfH=H(Pi.qi)' thenaH/at=O. Now. 

XHUa) = afta + [H,fa], [using (2.4)]. (2.8) 

USing the classical equation of motion, we have 

dfa = afa + [H j 1=0 
dt at 'a ' 

(2.9) 

i. e., fa' a= 1, 2, 3, ... , n, are constants of the motion 
and at equal times generate the Lie algebra 

{ I dfa a fa [ ] l 
CG= fa' l.;a';n I (it = at + H,fa =Or 

We call Gi the spectrum generating algebra for the given 
Hamiltonian H. Further, if [H,f.l=O, then afa/at=O; 

i. e., fa's are independent of time. Let 

lK={fa, l.;a.;m<nj a~a =0, lH,fa1=0} 

be the subalgebra of Gi, which we call the symmetry 
algebra for H. We note here that the elements of Gi so 
constructed will have some elements independent of 
time and the rest have explicit time dependence. 

B. Construction of the Lie algebra D< 

We will briefly summarise the construction of the 
symmetry algebra lK c Gi. For a detailed discussion, 
the reader is referred to our earlier work. 2 

The Hamiltonian H for the Kepler problem is given by 

H = (P2/2) + V(q), V(q) = V(q2) = - 1/ q, (2.10) 

where we have used the reduced mass j.J. = 1 and the 
coupling parameter A = 1 for sake of convenience. The 
constants of the motion which have vanishing Poisson 
bracket with H are given by2 

L=qXp, 

f = al (l, H, 12)q + a2(q2, H, 12)p. 

= (aVI2) LXA - a; A. 

where 

(2.11) 

(2.12) 

A = P xL - q/ q (the conventional Lenz - vector), 
(2.13) 

LXA=L2[I- q/121p+(;12)q, u=P'q, 

al = ati (l~) - a~ (2H + 1/ q). 

~ = ati(1 - q/12) + a~ u. 

(2.14) 

(2.15) 

(2.16) 

a~, a; are two arbitrary constants depending on Hand 
12. Further, the coefficients a1 and ~ satisfy the 
following equations: 

u aa 
- ~+a =0, 
q aq 1 

~ - ~ ~ = 0 [.: lH,fJ = 01. 
q q aq 

(2.17) 

The vectors A and LXA lie on the plane of the orbit. 
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So f is an arbitrary vector in the plane of the orbit 
which points in an arbitrary direction. For negative 
energy motion (E < 0). 

f· f =-c ail + 2/l (/1 (/2 + (/~ p2 = - aZ 2 + ao(H). 

where 

(2.18) 

For E > 0 and E = O. a takes values - 1 and 0, respec­
tively. Thus. the symmetry algebra ll( is spanned by 
(L. f) whose Poisson bracket relations satisfy the Lie 
algebra isomorphic to that of 0(4). 

C. Construction of the spectrum 
generating algebra Gl 

In order to get the multiplicity structure of the energy 
levels. we consider now a bigger algebra <Ii which con­
tains ll( = {fa = L, f I [HJ.l = 0, a/Jot = O} as a subalgebra. 
As discussed earlier, the additional generators of <Ii 
will have time dependence through Eq. (2. 9). Let us 
consider now that the elements of <Ii=Ua=L, f, M, I', 
T. I'4 , I'o I ilia/at + IE, t~] = O} satisfy the following equal­
time Poisson brack'et relations of 0(4, 2): 

(2.19) 

where the subscript "t" denotes the Poisson bracket 
relation at equal time t, gii = g44 = - g55 = - g66 = 1, 
i=1,2.3; andweidentifyLi=~EijkLjk' /i=Lj4' M j=L j5 , 

I' i = L i6' T = L 45 , I'4 = L 46 , and I'o = L 56 • 

Construction of B(r and M), S, (r 4 and T), and r 0 

Leave 

Thus, 

S = (/lA2 - (/2A1 

[ 
U (iJa2 aa1 ) 

= q a1 m- a2 m - a~ ] ~ 
q aq 

(2.24) 

as 
+ (l + 1/2HZ) a!' 

[using (2.23)]. 

Now, substituting for a1 and a2 from (2.15) 
and changing the variables from (I, q) to (u, q), we could 
in principle solve for S in (2.24). However, since a1 

and a2 involve arbitrary functions a~ and a;, the general 
structure of S does not appear transparent. So, hence­
forth, we will restrict our analysis to the following 
cases: 

(2. 25a) 

2. 
1 

f= ---= LXA. 
lV-2H 

(2. 25b) 

Case 1: The structure of S is obtained as follows (see 
Appendix A for the detailed derivation of S): 

X(H) ( 1 + 2Hq . ) S = --- - cos[3 - u smj3 
,,;- 2H ,,;- 2H 

+ Y(H) (_ 1 + 2Hq sinj3 + U cosj3). 
..f- 2H ,,;- 2H 

(j=(_2H)1/2 (u-2H/). (2.26) 

Bc=A 1 q +A2 P 

to be determined. 

(2.20) We note that S is a linear combination of two rotational 
scalars I'4 and T (say) involving the arbitrary coef­
ficients X(H) and Y(H). 

Now. 

If, B Jt = a1 A2 - a2 Al + terms which involve pXp, 

qXp, pXq and qXq 

(2.21 ) 

[using (2. 12) and (2.20)]. 

From (2.19), we have 

[f,B]t=S. 

Thus, identifying S = a1 A2 - GzAv we find that the coef­
ficients which occur with pXp, qXp, etc. in (2.21) 
identically vanish. Again, using (2.12), (2.19), and 
(2.20). we have 

ls, fl t = B = A 1q + A 2P. (2.22) 

Simplifying the Poisson bracket relation of Sand f at 
equal time and matching the coefficients of q and p on 
either side of (2. 22). we have 

( 
u aa. _, (/2) _as + _1 ( 2) as 

Al = - ~ r a1u + azP -al q aH q aq I 

and 

(2.23) 
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Let 

and 

1 + 2Hq 
I' = - cos{3 - u sin{3 

4 ,,;~ 2H 

T = - ~q sinj3 + u cosj3. 
-2H 

(2.27) 

In (2.27) we have chosen the arbitrary coefficients X(H) 
and Y(H) as 

[X(H)!V- 2H] = 1. [Y(H)!V- 2H 1 = 1. (2.28) 

To compute the vectors B, we substitute (2.27) in (2.23) 
and using (2. 25a), we finally obtain after a little 
algebraic manipulation 

M == qp cosf3 - (1/"; - 2H ) (up - q/ q) sinf3 

and (2.29) 

I'=qpsin{3 + (1/";- 2H) (up - q/q) cos{3. 

Now, using the equal-time Poisson bracket relation 
between M and I', we find 

I'o = (- 2H)-1 /2 • (2.30) 

We note here that I'o is independent of time as it should 
be. It satisfies all the properties mentioned in the in-
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troductory chapter to obtain the structure of the "spec­
rum generating Lie algebra" for the negative energy 
motion. 

Case 2: We obtain the following expressions for M, 
r, r 4 , T, and ro: 

1 1 1 (u M = -Z [(2 + 2Hq)q - uqp cos{3 + ,-;;;n - - (1 + 2Hq)q 
Zv- 2H q 

r= .!. [(2 + 2Hq)q - uqp1 sin{3 - _1_ (- ~ (1 + 2Hq)q 
Z Z-I- 2H q 

+ (u2 
- q)p) cos{3. (2.31) 

The structure of r 4' T, and r 0 are the same as in the 
Case 1. 

III. CONNECTION WITH 0(4,2) REALIZATIONS 
OF BARUT AND BORNZIN 

The canonical realisations of the Lie algebra of 
0(4,2) as computed by Barut and BornzinB are as 
follows: 

U =qXp, 

f' = 1 p2q - up - ~. 

M' = 1p2q - up + 1q, 

r'=qp. 

r~=i(qp2+q), 

r 4 = i(qp2 - q), 

T'=u. 

(3.1) 

To establish the canonical map between the realisations 
of Barut and Bornzin and those of our present analysis, 
we first define the canonical transformations of the 
elements in (3.09

: 

L<FLeFU -U +IF U J+...!..(F [F L' 1]+··· (3.2) !lb - ab - ab 'ab 2 ! ' 'ab • 

Note that under the canonical transformation (3.2), the 
Poisson bracket relations satisfied by (3.1) remain 
unaltered. Let us assume F=ap'q=au and "a" is an 
arbitrary function of energy E which has to be fixed 
later. Now, using e""u = u, ea" q = eaq and e""p = e-ap, 
we obtain 

L(F)=L' =L, 

f(F) = t e-a qp2 - e-a up - tea q, 

M(F) = t e-a qp2 - e-a up + i e"q, 

r( F) = e-a qp, 

r~ F) = 1 (e-a qp2 + qea), 

~Fl = i(e-a qp2 _ qea), 

T(F)=U. 

Let exp(a) = (- 2E)1/2. 10 Using p2 = 2H + 2/ q, 
we simplify (3.3) to 

(3.3) 

f(F) =(_ 2Et1/ 2 [(1 + 2Hq)q/q-up] + (- 2Et1/2(E -H)q, 
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M(F) = (_ 2Et1/2 [- up+ q/q] + (- 2Et1/2 (H - t.)q, 

rtF) = (_ 2£tl/2 qp, 

rriF ) = (- 2E)-1/2 + (_ 2E)-1/2 (H _ £)q, 

r~ F) = (_ 2E)-1 /2 + [1 + q(H + £) L 

Thus, for H - E = 0 and taking linear combination of 
the elements (M(F), rtF)), (r~F), T( Fl), we finally 
rederive the following structure for Lab: 

L=qXp, 

f -- _1_ (1 + 2Hq ) q -up, 
-I-2H q 

(3.4) 

M=[-2H cos{3 rF)-sinpM(Fl, 

r= [- 2H sin{3 rtF) + cos{3 M(F), 

ro=(-2H)-1/2. 

(3.5) 

r
4 

= - cos{3 r~F) - sin{3 T( F), 

T = - sinS r~F) + cosp T(F). 

IV. CONCLUSION 

The mathematical structure of the "spectrum gen­
erating algebras" was studied by Dothan, 3 Hermann, 11 

and Barut and Bornzin.6 Hermann addresses himself 
to the time independent case and squarely confines 
discussion to the spectrum generating algebra of 
SO(5,R) and only outlines the Cartan's construction of 
obtaining the Lie algebra of the noncompact sot 4, 1). As 
stressed in Sec. II, with the appropriate choice of X(H) 

and nH), we reproduce Dothan's calculation (see our 
discussion for Case 1). Although, the spectrum gen­
erating algebra 0(4,1) precisely describes the multi­
pliCity structure of energy levels, Dothan later adopts 
the Hamiltonian as a generator and extends the notion of 
spectrum generating algebra to 0(4,2). To us, the 
choice of 0(4,2) as the "spectrum generating algebra" 
has more intrinsic values. As stressed in the introduc­
tory chapter, we demand that G must contain the sym­
metry algebra lK and <Ii H as subalgebras in such a way 
that <liH commutes with lK. By identifying L56 (the gen­
erator of <liH) as the Hamiltonian flow, we have laid 
down the basis for the Hamiltonian quantization. 

As noted earlier, Barut and BornzinG construct the 
Lie algebra of 0(4.2) taking 0(2, 1) (T, r 4 , ra) as the 
prototype building block. The elements of 0(4,2) so 
constructed do not depend upon time. Since 0(4,2) con­
tains 0(4, 1) as a subalgebra (which takes care of ex­
plaining the multiplicity structure of energy levels) and 
current elements (L ;6' L 56) which account for the elec­
tromagnetic transitions (also, the strong and weak decay 
transitions in elementary particles), 12-14 it is referred 
to as the dynamical group by the Boulder school while 
0(2.1) which solves the spectrum of the Hamiltonian is 
known as the spectrum generating algebra. 6 Although. 
such a nomenclature looks more reasonable. we, how­
ever, take the attitude that, after all, "the dynamics of 
yesterday is known as kinematics of today" and have 
adopted the philosophy of Hermannll and Dothan. 3 

Now, coming to the case of noncompact orbits, we 
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essentially deal with the energy in the positive interval. 
The maximal symmetry (or, simply the symmetry) 
algebra:K is 0(3, 1), the Hamiltonian flow has to be 
identified with L46 and OJ which contains:K and L46 as the 
elements of the subalgebras is still 0(4,2). 

We want to recall here that the differential operators 
and the unitary irreducible representations of 0(4, 2) 
are realised in the Hilbert space L2 (5"22n+1' n = 3) 
equipped with the inner product'5 

where {<1>nzm} are the eigenvalues of the quadratic 
Casimir operator C, of 0(4),,2,3,4 or ro (L 56), L2 and L.,. 

Additional remark: The spectrum generating algebras 
are also useful in studying the problems in celestial 
mechanics where the Hamiltonian has a small perturba­
tion; e. g., one could analyse the motion of the Earth 
and the Sun described by the unperturbed Hamiltonian, 
the solvable two-body problem and the perturbation could 
arise due to say Venus. By chosing the phase space 5"2 

of this dynamical system as 

5"2=2] (dP;I\dqi - dHo Adt) - dIl' A dt , 

=6 dP'jAdq'j-dIl'Adf, 
j 

where H' is a function of Pi and q'p H =Ho + H', one 
could obtain a detailed Lie algebraic structure. 
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APPENDIX: COMPUTATION OFS(r4 AND T) 

We consider the case when f= [- 1/(- 2H)1/2]A. Let 
a~ = 0, a; = 1/( - 2H)1/2. Then 

a, = - 1/( - 2H)l/2 (2H + 1/ q), ~ =u/( _ 2H)'/2 

and 

f·f=-I/2H. (AI) 

Substituting (AI) in (2.24), we have 

, 1 (l2_ q ) as 1 ( l)aS 
S = a1A 2 - azA1 = q ~ aq + I l2 + 2H az' (A2) 

Changing the variables (l, q) to (u, q), we rewrite (A2) as 

s=!(as +I+2Hq as)(l2-q)_!(l2+~) as. 
q aq u au 2H u 2H au 

(A3) 

Let S=z,jSjqj, where So*O, S;'s are functions of H, 
and u only a solution of (A3). Substituting for S in (A3), 
we have the following recursion relations: 

2 aS1 HSO =Sl- u iiU' 
(A4) 
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and S2' S3' .,. identically vanish. Eliminating So in (A4), 
we have 

and 

a
2
s, + (- 2H/u)Sl = 0 

au2 (A5) 

(A6) 

Let Sl = Co(H, t) cos(uv- 2H) + C1 (H, t) sin(uv- 2H) be a 
solution of (A5). Then, 

+ _u_ [Co sin(uv- 2H ) - C1 cos(uv- 2H )] (A7) 
v- 2H 

[substituting for Sl in (A6)]. 

To estimate Co and C1' we make use of the equation 
of motion 

or, 

as at + [H,S]=O 

u as as_ o q oq + at - , 

Using (A8) in (A 7), we have 

~ + (- 8H3)1/2C =0 at 1 , 

Thus solving for Co, C1 in (A9), we find 

Co = X(H) cos( - 8H3)1/2t + Y(H) sin( _ 8H3)1/2t, 

C 1 ~ (). ( 3)1/2 1=- (_8H2)1/2 at =XH sm-8H t-Y(H) 

x cos(- 8H3)l/2t. 

Substituting (AIO) in (A 7), we finally obtain 

X(H) (I+2Hq 
S = (_ 2H)1/2 - r::::2ii cos[ v- 2H (u - 2Ht)] 

-usin[v-2H (u-2Ht)l) 

Y(H) ( I+2Hq 
+ (_2H)1/2 - .J-2ii sin[v-2H(u-2Ht)] 

+ u cos[ v- 2H (u - 2Ht)]). 

(A8) 

(A9) 

(AIO) 

QED 
(2.26) 

ip. S. Laplace, A Treatise of Celestial Mechanics (Dublin, 
1827). 

2K. C. Tripathy and J. D. Anand, Nuovo C imento 17 B, 71 
(1973). 

3y. Dothan, Phys. Rev. D 2, 2944 (1970). 
4The energy surfaces ME are submanifolds of M. The topo­
logical structure of ME is 
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ME 0,; 0(4)/0(2)= V1,2' 

,,,'here VI,~ is known in the literature as the Stiefel manifold. 
"The two Casimir operators of 0(4)1,2,3,4 have the following 
values: 

C1 = lL aBL OIB=kb+ ( I ko I + n)2 = -1/2H 

C2=}EOI~6LaBU6=ko( I ko I +n)= O. 

6 This implies that k o= 0 and C1 = n2 = - 1/2H. 
A. o. Barut and G. L. Bornzin, J. Math. Phys. 12, 841 
(1971) and Trieste preprint IC/72/142 (unpublished). 

7R. Hermann, Differential Geometry and the Calculus of 
8 Variations (Academic, New York, 1968). 
~ is used here as a metric tensor to construct a covariant 
vector field on M from a contravariant one 

9p. Chand, C.L. Meheta, N. Mukunda, and·E.C.G. Sudar-
10 shan, J. Math. Phys. 8, 2048 (1967). 

To fix exp(a) = (- 2E)I/2, we consider the following operator 
equation: 

rV> = e-Oq(H + 1/ q) +!q eO [from (3.3) I, 

or 

[earV> -lIqJ= q(H +! eZa)qJ. 

Using HqJ=EqJ and by demanding 
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q(H+! eZa)qJ = 0, 

we obtain 

exp(2a)=-2E, or exp(a) = (_2E)I/2. 

Under this case, rv> =.j -2H which exactly coincides with 
our realisation for roo 

~!R. Hermann, J. Math. Phys. 13, 833, 838 (1972). 
A. O. Barut and K. C. Tripathy, Phys. Rev. Lett. 19, 918, 
1081 (1967) and Phys. Rev. 175, 2278 (1969). A.O. Barut, 
D. Corrigan, and H. Kleinert, Phys. Rev. 167, 1527 (1968). 

3 A. O. Barut and A. Baiquni, Phys. Rev. D 9, 1084 (1974). 
1 Milan Noga, Phys. Rev. D 3, 3047 (1971). 
14F. Mansouri, Phys. Rev. D 8 11 59 (1973) 
15 ..". 

In our present real1zatlOns of 0(4,2), the Casimir operators 
take the following values: 

Q2=!LabL ab= 0, a, b= 1, 2, :3,4,5,6; 

Q3 = h Ealx:defLabLc~"'= 0; 

Q4= i<La~bcLcdLda-Q~-8Q2)=0. 

The Casimir operators of 0(4)1 2 34 as state in Footnote 5 are 
given by , , , 

Cj = -l/2H= (ro)2, 

C2=0. 
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A relativistic approach to quadrupole effects on planetary orbits 
Daniel Yaakobi 

Department of Environmental Sciences. Tel-Aviv University. Ramal Aviv. Israel 
(Received 2 August 1974) 

The geodesic curves for a static axially symmetric metric and their first integrals of motion are 
calculated. The conformal mapping found by Erez and Rosen leading from the axially symmetric 
metric to the Schwarzschild spherically symmetric metric is applied and if a quadrupole moment is 
taken into account initially. a correction to the motion of a planet moving in the field of the sun in 
the equatorial plane is found. The results are compatible with Schwarzschild solution and motion in 
a classical quadrupole field. The main result is a justification of the usual procedure of simply 
adding relativistic and classical perturbations on planetary orbits. 

The stationary axially symmetric metric is according 
to Weyl and Levi-Civita in polar coordinates1 

ds2 = exp(21jJ) dt2 - exp(2y- 21jJ)(d? +? d(j) 

- exp(- 21j!? sin2 ed¢2, (1) 

where 1', e, ¢ are the polar coordinates and t is time. 

The functions 1jJ(r, e) and 1'(1', e) satisfy the equations 
(a suffix denotes differentiation with respect to the 
coordinate) 

2 1 1 
~rr + r iJ!T + J;2 zJ!00 + y2 coteiJ!o = 0, 

Yr = (~- ~ ~) l' sin2 e + 2iJ!riJ!0 sine cose, 

1'0=- (.J;- ~~) ?sin8 cose+2iJ!riJ!orsin2 8. 

The solutions are1 

~ 

zJ!(r, e) = 6 AnrnPn(cos8) 
nll--o 

1'(1', e) 

= t I A",An m+n rm+n(Pm Pn - P m-1Pn-l) 
m,n=-ao m n 

(2a) 

(2b) 

(2c) 

(3a) 

(3b) 

P m(cos 8) are the Legendre polynomials and 2;' is a sum­
mation on 111 and n excluding the case where m = - n, 
P~ denotes dPmlde. 

The geodesic equations are 

d
2
r (dr) 

2 
drde (de

J
2 

-2 - «j; - 1') - - 2 (iJ! - y.o) - - - 1'( 1 - r(j; + ry) -ds r r ds B ds ds r r ds 

_ exp(- 2y)rsin~e _ 2iJ!r}(~.~) 2 

(
dt) 2 + exp(4iJ!- 21') iJ!r ds = 0, 

d
2e 1 (dr) 2 (1 ) 

ds2 + '? (iJ! - Y) ds + 2 r - 1jJr + Yr 
dr d8 
ds ds 

(4a) 

(
de) 2 (d<J;) 2 - (zJ!0 - yo) ds - exp(- 21') sin2 8 (cote - iJ!o) ds 

(
dt) 2 + exp(41jJ - 21') ds = 0, 

d
2
¢ + 2 (1. _ <b ) dr d¢ + 2(cot8 _ ," ) de diJ! = 0 

ds2 v' r ds ds YO ds ds ' 

(4b) 

(4c) 
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d
2
t + 2 dr dt + 2 d 8 dt = 0 

ds 2 iJ!r ds ds iJ!B ds ds . 

The last two equations can be integrated: 

? sin28 d¢ = he2l/; 

ds ' 

(4d) 

(5a) 

(5b) 

Equation (5a) is the angular momentum integral while 
(5b) is the energy integral. Substituting (5a, b) in (1), 
we get 

(~;) 2 +? (~:r = (k2
exp(- 21jJ)-1- y2:i~2e 

x exp(2<b) ) exp(2iJ! - 21'). (6) 

Equation (6) can be substituted for (4a). 

A possible solution for e is 

8= const= 1T/2. (7) 

This is the case of equatorial motion of a particle in 
the Sun's field. This is possible when all the Sun's mass 
is distributed symmetrically with respect to the equa­
torial plane and it excludes from Eq. (3) for iJ! all the 
odd Legendre polynomials and we are left only with even 
n. Applying (7) to (5a) and (6), we obtain after division 

( dr I d¢) 2 = (dr) 2 
ds ds d¢ 

(( 2 1'4 exp(- 2iJ!) ~ 
= exp(- 21') k exp(- 2iJ!) - 1J h2 - ?J' 

(8) 

Choosing a new variable u '" 1/1', we find 

(~;) 2 =0 u12 = exp(- 21') ([k2 exp(- 2iJ!) _ 1J exp~2 2iJ!) _ UZ ) • 

A solution for iJ!(r, 0) which includes only a point mass(9) 
m and a quadrupole moment q is 

- m 1 q 2 
iJ!(r, 8)= r + 2 y3 (3cos 8-1) (10) 

and the corresponding value of I' is 

( 0) - - sin
2

/) (m2 3 mq (5 28 1) 
yr, ---2- 7-27 cos -
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+ i ~ (25 cos4e - 14 cos2e - 1») . 

Taking e = 7T 12 these expressions reduce to 

I/I(u) = - mu -1qu3, 

y(u) == _1(m2u2 + t mqu4 + t lu6
) 0 

(11) 

(12a) 

(12b) 

Differentiating (9) with respect to l/J and denoting ult =. dZul 
dq}, I/I'=.dl/l/du, y'=.dy/du, we obtain a second order 
differential equation for u: 

ult = exp(- 21') [ - 1" (;Z [k2 exp(- 41/1) - exp(- 21/1)] _ Uz) 

+ ~2 l/J;[- 2k2 exp(- 41/J) + exp(- 21/1]- u] • (13) 

Expanding the exponentials up to the second order of 
the mass m and quadrupole moment q, we get 

exp(- 21') = 1 - 21', 

exp(- 2~J) = 1- 21/1 + 2~, 

exp(- 41/1) = 1- 41/1 + 8~. 

The derivatives of (12) are 

1/1'=- m - tquZ
, 

1" = - m2u - 3mqu3 
- t lu5. 

Inserting these values into (13), we obtain 

u" + u = l~Z (2k2 - 1) (m + t qu2) + 3;::2 u(3k2 - 1) 

+ mq u3(19k2 _ 7) + ~ q2 u5(7kZ _ 4) 
h2 2 h2 

- u(2m2u2 + t mqu4 + 6q2
U

6
) 

+ terms of higher order in (m, q). 

(14a) 

(14b) 

(Hc) 

(15a) 

(15b) 

(16) 

In the case of slow motion of a test particle, k is very 
close to unity and so Eq. (16) becomes 

"+ _ m + ~!L 2 + 6mz + 12mqu
3 + 9 q2 5 

U U - h2 2 hZ U V U h2 "2 h2 U 

+ terms of higher order in (mu, qu3
). (17) 

The conformal transform performed by Erez and Rosenz 

which takes a rod of length 2m and transforms it to the 
Schwarz schild spherical solution of a mass point m is 

y. = yz - 2mr + m 2 cosz e, (18a) 

cos8(Y-m) 
cos8=-=~----~~--~~ 

(r2 _ 2mr + m 2 COS8)1/2 

-
rf> = rp. 

In the equatorial plane e = 8 = 7T 12 this gives 

u=ul(l- 2mU)1/Z 

where U= l/r, u= 1/r. 

The derivatives of u with respect to ¢ = ¢ are 

u' =iI'[l- mu)/(l- 2mu)3/2], 

/I -It (1- mU) mut2 ( _ 
U =u (1_2mu)3f2 + (1_2mu)5/2 2-mu). 

(18b) 

(18c) 

(19) 

(20a) 

(20b) 

Expanding (19) and (20) up to linear terms in mu, we get 
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u=u(l+mu), 

u' =u'(l + 2mu), 

u" = u"(l + 2mu) + 2mu t2 , 

u t2 =u t2(l +4mu). 

We have found before, Eq. (9), that 

u t2 = exp(- 21') ([exp(- 21/1) _ 1] eXPh2 21/1) _ u2) 

(21a) 

(21b) 

(21c) 

(21d) 

(22) 

and after using the expressions for 1/1 and Y, Eq. (12), 
we obtain 

u'Z= ~ (2mu +qu3) _ ~ =u'2(1 + 4mu). (23) 

The value for ut2 is 

u t2 =u t2 (1_4mu) (24) 

= (1- 4mu) (~2 [2mu(1 + mU) + qu3(1 + 3mu) J 

- u2(1 + 2mu») 

= ~2[2mu(1- 3mU} +qu3(1_ mU}j- UZ(l- 2mu). 

From Eqs. (21) we get for u lt (after omitting terms 
higher than m2ulh2, mqu3IhZ): 

u" =u"(l + 2mU} + V ~nu + %u? - 2mu2
• (25) 

From Eq. (17) we find 

,,+ -"(1 + 2 -) + 4m
2 

- + 2q -3 U U = u mu V u h2 mu 

- 2muz + u(l + rnU} 

= ~2 m + ~ qu2(1 + 2mu) + 6~2 i7(1 + mu) 

+ 12mq -3(1 + 3 -) + ~ q2 -5(1 + 5 -) hZ u mu 2 h2 u mu • (26) 

Dividing Eq. (26) by (1 + 2mU) and expanding, the result 
is 

u' + 4;;Z i7(1- 2mi7) + 2~q i73 (1_ 2mi7) _ mu2(1- 2mi7) 

+i7(1- 2mu) 

m (1 2 -) + 3 -2 + 6m
2 

-(1 -) = 1l - mu "2 qu fi2 U - mu 

+ 12mq -3(1 + -) + ~ qZ -5(1 + 3 -) -r u mu 2 h2 u mu . (27) 

The final result is (after omitting the bar over the u): 

This equation describes the motion of a test particle in 
the equatorial plane in the field of a gravitational mass 
m having a quadrupole distribution q. The first two 
terms at right give the Schwarzschild solution for the 
precession of the perihelion of a planet around the Sun, 
the third term gives the precession due to a classical 
quadrupole effect (see Ref. 3) while the last two terms 
are a general relativistic correction to the 
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Schwarz schild solution due to the quadrupole moment 
of the Sun. 

Now applying Eq. (2S) to the motion of a planet (e. g., 
Mercury) around the Sun we can drop the last two terms 
and we are left with 

u ll +u=m+ 3 fm+l.!L)U2 =m+3m (1+.!.-L)U2 

h2 \ 2 h2 h2 2 mh2 

(29) 

As Dicke and Goldberg4 have pointed out, the Sun has 
an oblateness of 

(req - rp01.)/r= (5±0. 7) x 10-5 (30) 

which would contribute S% of the general relativistic 
effect which means that C which is the ratio between 
the classical (quadrupole precession of a planet and 
the Schwarz schild precession, is O. OS. Let us calculate 
it according to Adler, Bazin, and Schiffer. 3 

Comparing the potential 1/J(r) given by (12a) with the 
potential of Ref. 3 

f(r) = _ m _ B = _ mu _ 1. qu3 
r r3 2' 

(31) 

we find in natural units that 

B=q/2. (32) 
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The classical precession is (according to Ref. 3) 

while the Schwarz schild precession is 

o¢ s = 27T(3m2/h 2
). 

(33a) 

(33b) 

Their ratio is exactly C as defined in (29). The con­
clusion is that Mercury's precession around the Sun can 
be described by the superposition of the general relativ­
istic effect and the Sun's quadrupole moment. This paper 
rigorously justifies the intuitively obvious procedure of 
adding relativistic and classical perturbations on plane­
tary orbits around the Sun. 

ACKNOWLEDGMENTS 

My thanks are due to Professor Go E. Tauber for the 
many valuable discussions of this subject. 

iN. Rosen and D. Yaakobi. Bull. Res. Counc. of Israel 10F. 
49 (1961). 

2G. Erez and N. Rosen. Bull. Res. Counc. of Israel 8F. 47 
(1959). 

3Adler. Bazin. and Schiffer. Introduction to General Relativ­
ity (McGraw-Hill. New York, 1965). 

4R. H. Dicke and H. Mark Goldberg. Phys. Rev. Lett. 18. 
313 (1967). 

Daniel Yaakobi 1147 
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We provide a simple model where a precedure for renormalizing field equations yields nontrivial 
distribution solutions. 

1. INTRODUCTION 

The renormalization of field equations has been re­
cently considered1 ,2 in a frame which can be summar­
ized as follows: 

(a) Write down a sequence of approximated "renormal­
ized" equations 

\:, U,(~ ~ LU ,(I) + b( n)l( U ,), 

t Un(O) - UnO, 
(1) 

where n r=: .IN, the unknown Un(t) being an m -tuple of op­
erator-valued functions (of the space variables), L a 
m x m matrix of linear operators, f an m -tuple of non­
linear functions, UnO an m -tuple of given operator­
valued functions, and b(n) a sequence of positive num­
bers. The operator L should give rise to the free dyna­
mics, the Un's should represent the approximated fields, 
and UnO the corresponding initial data. 

(b) Suppose we are able to establish existence and 
uniqueness for the solution of (1 )n' n r=: IN. Suppose fur­
ther that, for n- 00, Uno converges to an m -tuple of op­
erator-valued distributions (the t = 0 fields), and b(n) 

converges to zero. 

(c) We may ask (i) whether the corresponding solutions 
converge for n- 00, or, at least, whether they belong to 
a compact set in the space of distributions; If the answer 
is affirmative, we may ask (ii) whether the so-obtained 
limiting pOints are trivial, that is, whether they satisfy 
an equation where no interaction is present. Of course, 
both answers should involve conditions on b(n) and Una' to 
be interpreted as renormalization conditions. If we suc­
ceed in finding nontrivial limiting points, these are good 
candidates for describing fields which are at any time 
tempered distributions in the space variables, and satis­
fy in some weak sense a nonlinear equation of motion, 
which is perfectly defined in the approximated form (1). 

The question (i) has been answered in some cases, 
such as the massive Thirring and Federbush models, in 
Ref. 2. The aim of the present note is to provide a very 
simple model in which, first, by the same general meth­
od developed in Ref. 2, we establish a condition for the 
existence of limiting points, and, secondly, we perform 
an explicit calculation of the solutions, yielding a unique 
nontrivial limiting point under conditions which are com­
patible with those required by the general method. 

2. THE MODEL 

Cur model derives from that proposed by 
Dell' AntoniO, 3 and is of type (1) with m = 1. The approx­
imated operator-valued function un satisfies the 
equation 
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Un(O) = unO' 
(2) 

where k is a positive integer. We first deal with (2) for 
fixed n. Let V be a Hilbert space [scalar product (., . )], 
H( V) the space of linear continuous self-adjoint opera­
tors on V (norm II· II); let X,= Co(JR; H(V) be the Banach 
space of the continuous functions on JR, with values in 
H(V), vanishing at ± 00, with the norm u- lui '=SUPx<-1R 

Ilu(X)II; let W(V) be the closed convex cone of the posi­
tive operators of H(V), and X+ '= Co(1R; W(V» the closed 
convex cone of the positive operator valued functions of 
X. It is easily seen4

-
6 that for any una r=: X' there is a 

unique continuous function from JR+ to X', t- ltn(t), sat­
isfying 

(Un(t»(X) = uno(x + t) - n-b Iot(u/(s»(x + t - s) ds. (3) 

In addition, the following estimate holds: 

I ltn(t) I,,; lUna I "V t r=: JR+. 

The next step is going to the limit n- 00. Let us first 
define 51 ,=Y(JR; H(V» as the space of linear continuous 
mappings from 5(JR) to H(V): T:j- (T,/>r=: H(V) for 
f c= S (lR). Any f{ E X can be identified with a Tg Ec S' by 
putting \ TgJi = ff{(x)f(x) dx. We shall endow .s ' with the 
weak*-weak operator topology, whose seminorms are 

T- Pf,A(T) = max l(vp(T,f)v)1 
vi,VjCA 

for fr=: 5(JR), and A a finite subset of V. We shall also 
consider another (stronger) topology, called weak*-norm 
operator topology, with seminorms given by 

T- qf(T) = II(T,/>II for fr= 5(R). 

We further define 5 '+, the space of positive operator­
valued distributions, namely the subset of the T's of 5' 
such that (T,fl r=: W(V) whenever fr= 5 (lR), f> O. Even­
tually, for f{<- 5 (JR), we put f{t(x) =f{(x - t) (for any tr=: JR), 
After these preliminaries, we may apply (3), thought of 
as an equation in 5 ", to an arbitrary positive function! 
of S(JR). We get 

whence 

11(lIn (t),/>II,,; II(una,!t)ll, exp(n-b I unO I k-1t), 

where use was made of Gronwall's lemma and of the 
inequality 

III h(x)k(x) dxll,,; supllh(x)11 0 III k(x) dxll 
x 

which holds for any two continuous integrable W(V)­
valued functions h, k on JR, such that h(x)k(x) = k(x)h(x), 
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for any x FR. 5 Observing that t- f t is a continuous (and 
hence locally equicontinuous7,8) group on S(R), and 
using uniform boundedness arguments, 9 we see that 
II (IIn (l),1)11 is bounded in n for f in a bounded set of 5 (R) 
and I in a bounded interval when unO converges in the 
weak* -weak operator topology, provided 

(4) 

is a bounded sequence. But, by a straightforward gen­
eralization of the Banach-Alaoglu theorem, 5,7 this im­
plies that {un(t)} belongs to a compact set in the weak*­
weak operator topology of 5 t. Hence we may conclude: 
If the initial data unO converge in the weak*-weak oper­
ator topology, and the "renormalization condition" (4) 
is fulfilled, the (mild) solutions Un(t) of (2) do have 
weak*-weak operator limiting points in 5'+, uniformly 
in t on the compact sets of R+. Three remarks are in 
order: 

(1) The same procedure applies and the same result 
holds when replacing Ox in (2) by any differential opera­
tor L, provided it generates a strongly continuous semi­
group on X, preserying positivity. 5 

(2) The procedure we followed is essentially the same 
as in Ref. 2; it is quite general and does not take into 
account the explicit form of the solutions of (2). 

(3) The renormalization condition (4) above amounts to 
a relationship between the damping factor n-b and the 
growth of the Co-norms of the initial data. 

The above procedure gives no guarantee that the re­
normalization condition (4) is too strong, in the sense 
that it may force the limiting points to coincide with the 
free solution, namely, with the distribution U(t, .) 
satisfying 

(whe re Uo is the limit of the unO's). We shall now show, 
in a simple example, that this is not the case. The ex­
plicit calculation of un(t,x) can be performed, and yields 

un(t, x) = uno(x + t)J(n-b(k - 1 fIt, U o k-I(X + t))1/ (k-ll 

where J(z,A) denotes (zA+Ifl. If we take unO=oc,,.@ B, 
with BE H+(V), Oc n = nC(211yl /2exp( - n2C .x2 /2), CE N, 
then unO convergp.~ to 00 B in the weak*-norm operator 
topology of 5'. The Co-norm of the initial data can be 
easily computed: luno l=IIBllnc• WithfF5(R), f>--O, we 
get 
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(un(t, ),/> 
= nCB J exp( - n2cx2/2) • [(k _lfin-otn(k-l)c 

Xexp(- n2c(k _1)x2/2)Bk-1 + l]-l<k-llf(x - t) dx 

=B J exp( -x2/2)[(k _lfln-b+Ck-llc 

Xexp(- (k _1)x2/2)Bk-1 + l]-ICk-llf(xn- C - t) dx. 

A straightforward calculation then yields 

(a) if (k -l)c < b, un converges to the free solution; 

(b) if (k -l)c = b, un converges to a nontrivial limit; 

(c) if (k -l)c > b, un converges to zero. 

Here, convergence is meant in the weak*-norm operator 
topology (which implies convergence in the weak*-weak 
operator topology), The nontrivial limit of (un(t).f> is 

Bf(-t)J dxexp(-x2/2)J(t(k -lfIexp[- (k -1)x2/2, Bk-I)l/k-l. 

Cases (a) and (b) correspond to the condition (4); namely, 
(a) to I unO I k-ln-b - 0 and (b) to I unO I k-ln-b - const. Case 
(b), therefore, gives the nontrivial solution compatible 
with the condition (4). 

The general characterization of nontrivial limiting 
points -independent of the explicit knowledge of the solu­
tions-is still an open problem, which deserves further 
investigation. 

*Postal address: A. Tesei, Via S. Giovanni in Lanterano, 
84 I 00184, Rome, Italy. 
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On the equivalence of the Ornstein-Zernike relation and 
Baxter's relations for a one-dimensional simple fluid 
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Department of Mathematics, Vanier College, Snowdon Campus, Montreal, Quebec, Canada 
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(Received 18 June 1974) 

If the direct correlation function c (x) for a one-dimensional simple fluid vanishes for Ix I > I, where 
I is finite, it can be proved that the Omstein-Zemike relation and Baxter's relations are equivalent 
provided that h (K), the Fourier transform of the total correlation function h (x), is bounded for 
real K. 

I. INTRODUCTION 

For simplicity our discussion in this note will be re­
stricted to the one-dimensional simple fluid. 1 The 
Ornstein-Zernike relation2 can be written as 

hex) = c(x) + p J: hex - x')c(x') dx' (1) 

where hex) is the total correlation function and c(x) is 
the direct correlation function. 

The Fourier transform of (1) yields 

where 

Let 

li(K) = J: hex) exp(iKx) dx, 

c(K) = 1-: c(x) exp(iKx) dx. 

(2) 

(3) 

(4) 

A(K) = 1 - peCK). (5) 

We then obtain from (2) and (5) the following relation: 

l+ph(K)=LA(K)]-l. (6) 

If c(x) vanishes beyond a finite interval, i.e., c(x)=O 
for Ix I> I, then 

c(K) = J:! c(x) exp(iKx) dx = 2 J: c(x) cosKx dx (7) 

where we have assumed c(x)=c(-x). 
~ 

For a disordered fluid h(K) is bounded for real K. 
Thus li(K) is finite and, from (6), ..4:(K) has no zeros on 
the real K axis. Following the same proof given by 
Baxter for the three-dimensional case, 3 we can obtain 

Proposition 1: If c(x) = 0 for I x I > I and 1i(K) is bounded 
for real K, the Ornstein-Zernike relation (1) can be 
transformed into the following relations: 

c(x)=Q(x)-pJ: Q(x')iJ(x'-x)dx', O<x<l, (8) 

hex) = Q(x) + p J: hex -x')Q(x') dx', x> 0, (9) 

where Q(x) is a bounded piece-wise continuous real func­
tion for 0 < x < I and Q(x) = 0 for x ~ l. 4 

II. EOUIVALENCE OF BAXTER'S RELATIONS 
AND THE ORNSTEIN-ZERNIKE RELATION 

In this section we first prove that the boundedness of 
li(K) for real K is not only a necessary condition but also 
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a sufficient condition of Baxter's relations (8) and (9). 
We then show the equivalence of Baxter's relations and 
the Ornstein-Zernike relation. 

Since Q(x) = 0 for x < 0 and x "" I, we define 

Q(K) = 1 - p J: Q(x) exp(iKx) dx (K real); (10) 

then 

Q*(K) = Q( - K):::: 1 - p J: Q(x) exp( - iKx) dx (K real). 

(11) 

From (7), (8), (10), and (11) we can obtain 

1 Ioo~ -27T _ 00 Q(K)Q( - K) exp( - iKx) dK = 6(x) - pc(x). (12) 

Hence 
- - -
Q(K)Q( - K) = 1 - peCK) =A(K). (13) 

From (3), (9), (10), and (11) we can obtain 

2~ J: ~(K)~(-K)[1 +ph(K)]exp(-iKx)dK::::6(X). (14) 

Hence 

Q( - K)Q(K)Il + ph(K)] =A(K)[l + ph(K)] = 1 (15) 

or 

But from (3), (9), and (10) we can obtain 

2~ [00 Q(K)[l + ph(K)] exp( - iKx) dK = 0; 

therefore, 

(16) 

(17) 

(18) 

Although Q(K) and Q( - K) are defined for real K, we can 
analytically continue Q(K) and Q( - K) into the upper half­
plane (uhp) and the lower half-plane (lhp), respectively. 
Q(K) is then regular in the uhp and Q( - 19 is regular in 
the lhp. From (11) it can be shown that Q( - K)- 1 as 
I KI- 00 in the lhp. We can close the contour of integra­
tion of (18) in the lhp. It then follows that Q( - ~ has no 
zeros on the real K axis and in the lhp. Since Q*(K) 
= Q( - K) = Q(K) for real K, Q(K) has no zeros for real 
K. From (15) we then conclude that li(K) is bounded for 
real K. 
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Proposition 2: Suppose c(x)=Ofor Ixl>l. The 
Ornstein-Zernike relation (1) can be transformed into 
Baxter's relations (8) and (9) if and only if h(K) is bound­
ed for real K. 

Since (15) is identical with (6), we can obtain (2) from 
(8) and (9). The inverse Fourier transform of (2) then 
gives (1). Thus from Baxter's relations we can obtain 
the Ornstein-Zernike relation. 

Proposition 3: If c(x) = 0 for I x I > 1 and h(K) is bounded 
for real K, the Ornstein-Zernike relation can be trans­
formed into Baxter's relations. On the other hand, Bax­
ter's relations can be transformed back into the 
Ornstein-Zernike relation. The Ornstein-Zernike re­
lation and Baxter's relations are equivalent. 5 

III. PERCUS-YEVICK (P.Y.) APPROXIMATION FOR 
HARD RODS 

Wertheim6 and Thiel7 have obtained analytic solution 
of P. Y. integral equation8 for hard spheres. However, 
Baxter has been able to obtain the same result from 
Baxter's relations in a much simpler method. 3 For hard 
rods with diameter 10 , P. Y. approximation assumes 
h(x) = - 1 for I x! < 10 , From (10) and (11) we immediately 
obtain 

Q(x) = - (1 - plo)"l, 

c(x) = - (1 - pX)(l - plo)"2. 

(19) 

(20) 

In terms of Wertheim's notation Q2=(1-plo)"2, (19) and 
(20) become Q(x) = - Q and - c(x) = Q2(1 - px) which is 
identical with Wertheim's solution for the one-dimen­
sional case. 

For hard rods with a finite tail potential vT(x) where 
vT(x)*O for 10<lx!<10+a and vT(x)=O for Ixl<lo, Ixl> 
10 + a, a finite, Wertheim6 had derived the following 
expression: 
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- c(x) = ~(-x) + ~(x) + p f: ~(x')~(x' -x) dx' (21) 

where 

~(x)=Qe(x, 10) -p-1n(_x) -mIx -10), 

{
1 for 0 < x < lo 

8(x 10 ) = 0 . , otherWIse 

(22) 

and nIx), mIx) are involved with a closed set of coupled 
quadratic type integral equations. 

It is interesting to observe the striking Similarity be­
tween (8) and (21), Particularly for hard rods, we find 
~(x) = - Q(x) and (21) is then identical with (8). However, 
it should be remarked that Baxter's relations (8) and (9) 
are valid for any finite 1 whereas Wertheim's method is 
valid only for 0 < a < 10 , This indicates that Baxter's re­
lations have a wider range of applicability. It will be of 
great interest to supplement Baxter's relations with the 
P. Y. approximation and check if Wertheim's results can 
be modified for any finite 1. This is currently under 
more careful investigation by the author. 

lFor the three-dimensional case the problem is much more 
complicated. However, the method discussed in this note can 
be applied to Propositions 2 and 3. 

2L.S. Ornstein, and F. Zernike, Proc. Sec. Sci. K. ned. 
Akad. Wet. 17, 793 (1914). 

3Equations (8) and (9) can be obtained following Baxter's meth­
od for the three-dimensional case. R. J. Baxter, Aust. J. 
Phys. 21, 563 (1968). 

4If we wish c(x) and h(x) to be bounded and piece-wise contin­
uous for O<x<l, then Q(x) must be bounded and piece-wise 
continuous for 0 < x < 1 and vice-versa. 

5Proposition 3 is still valid if we consider 1 as a parameter 
and finally take the limit 1- 00. 

6M.S. Wertheim, J. Math. Phys. 5, 643 (1964). 
7E. Thiel, J. Chern. Phys. 39,474 (1963). 
BJ.K. Percus and G. Yevick, Phys. Rev. 110, 1 (1958). 
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In the framework of Riemannian geometry, the problem is considered whether there is a closest 
geodesic, for all possible space-time metrics, to a given Newtonian trajectory. The meaning of 
closeness is given precision and the question is answered-in the negative. 

I. INTRODUCTION 

In a previous paper by the author! it was shown that 
the path taken by objects moving according to Newtonian 
mechanics (i. e., Newtonian trajectories), which are of 
the form d 2x i/di 2 = 'P,i' will not be geodesics in any 
Riemannian space-time, if the metric is time indepen­
dent, and Galilean at infinity, 

The question naturally arises then, if, in some sense, 
there is a closest geodesic to a Newtonian trajectory, 
The present work will be concerned with the clarifica­
tion of this question and the formulation of its answer­
which turns out to be in the negative. 

II. FORMULATION OF PROBLEM 

In this section we shall engage in a qualitative dis­
cussion and development of the problem, so that it can 
be stated concisely as a theorem to be proven in the 
following section. 

Consider a Newtonian trajectory (hereafter designated 
as N-T) in space-time described by the relation 

d 2 x i 

----;Jj2 ='P,i' i=I,2,3, (II. 1) 

in some coordinate frame {x"}, and let Latin indices go 
from 1-3 and Greek indices go from 1-4, Further, let 
P denote some (space-time) event on this path. P will 
be taken as the "origin" of the trajectory. Also, we 
assume that space-time is characterized by some 
metricK"v(X") (wherex4 =i, andc=I), andacorre­
sponding world interval d-r =K"Bdx" dx B, which, for the 
moment, is arbitrary. Consider the unique tangent 
geodesic (in this metric) that goes through P and that has 
the same 4-velocity, V"=dx"/dT, as does the N-T 
there, As the space-time metric is changed in the 
vicinity of P the N-T will be unaffected but the tangent 
geodesic will generally change. Also, as the magnitude 
and/or direction of the veloCity of the N-T at P changes 
the tangent geodesic will change. In a given coordinate 
frame, for some choice of metric, the tangent geodesic 
may remain closer to the N-T, for any N-T 3-velocity 
at P, than for any other metric. That is, there might 
exist a metric for which all the tangent geodesics re­
main closer to their respective Newtonian trajectories, 
for all N-T's passing through P, than for any other 
metric. The existence of such a metric is the problem 
of concern in this paper. 

To make this problem more meaningful, we must 
sharpen the notion of closeness referred to above. To 
do this, we appeal to a result of Synge2 when he con­
siders two near-neighboring space-time paths, one of 
which is a geodesic. At any world distance T along the 
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N-T we construct a spacelike geodesic orthogonal to 
the trajectory and terminating at the tangent geodesic. 
The world length of this space-like geodesic depends 
on T and is denoted as rp( T), where T = 0 corresponds to 
event P. If ¢ is expanded about T = 0, Synge shows that 
one obtains 

¢( T) = ~ \." DA" i + -!;-(3D\. BDAB + ),6D2A ,,)r + ... (II. 2) 

where all quantities (other than T) are evaluated at T= 0 
(i, e., event P) and where, furthermore, \." denotes a 
unit 4-vector in the direction of the orthogonal space like 
geodesic; D signifies the absolute derivative with respect 
to T, and A" is the tangent 4-vector to the N-T. 

The closeness of a tangent geodesic to its N-T is then 
characterized by the associated ¢( T). We are now inter­
ested in that metric which makes rjJ( T) a minimum, for 
all T and all v (3-velocity of the N-T), at event P­
subject to the requirement that, for any given T, Tis 
not to change as the range of possible metrics [relative 
to which rp( T) is to be a minimum I is considered. (So, 
as the metric is changed-for any given T-we are 
actually considering dil/erent orthogonal space like 
geodesics, i, e., geodesics beginning at different events 
on the N-T). 

The relevant theorem will now be formulated. 

III. STATEMENT OF THEOREM 

Consider all N-T's issuing through the event P in 
space-time, each with its associated tangent geodesic 
(i, e., tangent at P). Let a denote the 3-vector d 2 x i /dt 2 

at P. With each N-T and its tangent geodesic is as­
sociated a closeness function q)( T) (as defined above), 
which also depends on the metric in the vicinity of P 
and the velocity v of the N-T at P. Then there is no 
metric which makes ¢( T) a minimum, for all T (in the 
sense defined above) and v. if a * O. 

IV. PROOF OF THEOREM 

It is sufficient to prove the theorem for sufficiently 
small T. We assume then that T is sufficiently small that 
¢ can be approximated as 

(IV. I) 

To describe the variations we shall need, let D "V 
=6g,,)6/6Kuv) denote a variation where only K"v or Kvu 
changes by the amount 6guv ' 

Then we shall seek that metric such that 

D"v(\."DA,,)=O (IV. 2) 

for all different pairs (Jl, v), and for all v at event P; 
where we also recall that D'H T=O. 
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tangent geodesic 

N-T 

FIG. 1. Synge's construction. 

Before we evaluate the above variations, we note a 
simple but important point. \ '" is a limiting unit space­
like vector at P directed from a N-T to its tangent 
geodesic there. It must be then that at P, \" IIDA '" for 
this reason: Introduce a locally geodesic coordinate 
system {x"} at P. Let XU(T) denote the geodesic co­
ordinates of an event on the N-T which is world dis­
tance T from P, where T is very small. Then, expanding 
about T = 0 gives 

xU( T) - XU(O) =X"'(O)T + i XU" (0)T2 + ... 

where primes signify derivatives. 

(IV. 3) 

Now, XU, (0) is just the tangent vector T" to the N - T 
at P. Similarly, XU"(O) is proportional to the principle 
normal Nu to the same N - T at P. So, we have this 
relation in any frame, 

(IV. 4) 

where y is essentially the proportionality constant 
mentioned. 

We write this in a more suggestive vector notation as 

r(T)=TT+yNT 2 + .... (IV. 5) 

Referring to Fig. 1, we also have, in this notation, 
that 

r( T) + E( T) = 6( T) (IV. 6) 

where 6(T) is the 4-vector displacement along the tangent 
geodesic and €( T) is the spacelike 4-vector, orthogonal 
to the N - T at T, gOing to the tangent geodesic. 

Combining these equations yields 

(IV. 7) 

Now, 5(T)IIT, so from this relation we conclude that, 
for sufficiently small T, E (T) is in the plane of Nand T. 
Thus, the limiting position of E(T), as T-O, must be in 
the osculating plane at P. Since the limiting direction 
of E( T) is parallel to \" at P, we have then that \ '" II DA '" 
at P. 

Therefore, we have that 

DA'" 
\" = - (DA U DAu)1/2 (IV. 8) 

where the minus sign is introduced since X'" is actually 
antiparaUel to DA"', and the Signature of the metric is 
taken as + 2. 

Now, we have the relation 
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(IV. 9) 

and we shall be concerned with variations of A, i. e. , 
with D"vA. 

Some relevant relations are 

DU"(DA'" DA",) = 2DA"D"v(DA") + (DU"g",,,)DA'" DA" 

(IV. 10) 
and 

if /J. = 0', V = a or /J. = a, v = 0' 

Therefore, 

if /J.=v=O'=a 

otherwise 

(IV. 11) 

(DU"g",,,)DA"'DA"=(2-6u)DAUDA" (no sum on /J. and v). 

(IV. 12) 

Combining this result with Eqs. (IV. 9) and (IV. 10) 
then gives 

D A=-4(DA"DA )"1/2{2DA D (DA"') 
~v cr a: UV 

(IV. 13) 

where there is no sum on iJ. and v on the right-hand 
side. 

Our basic requirement on the metric, Eq. (IV. 2), 
then becomes 

2DA"D u)DA") = (51'" - 2)DAUDA V 6guv (IV. 14) 

for all I.i. and v, and where j.l and v are not summed. 
Further, this relation is to hold for all v at P. 

We see from this expression that we need to evaluate 
DA" and D u)DA a), which we now proceed to do. 

Concerning DA" we have the relations 

and 

d 2x" "dx'" dx8 

DA"= dT2 + r",8 dT dT 

dx" = (Vi .Ei, .!!:J.), 
dT dT dT 

dt . j . / - = (g .. v'v + 2g. v' +g )-1 2 dT tJ ,4 44 , 

d
2
t 1 (dt)4 . --=- - - (g vA v"'v"+2g. a'v"') dT 2 2 dT A'" ,a "" 

(IV. 15) 

(IV. 16a) 

(IV. 16b) 

(IV. 16c) 

(IV. 16d) 

where v"'=dx"'/dt, a"=d 2x"/dl2, and commas denote 
ordinary differentiation. 

Next, we must find how D u v affects the various parts 
of DA", and, finally, DA" itself. 

By straightforward application of the above relations, 
we obtain 
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dt _ .!.(!!!.)3 ) i J DiJ dT - - 2 dT (2 - 0ij V V ogiJ (no sum on i and j), 

(IV. 17a) 

dt _ 1 (dt)3 i 
D i4 dT - -"2 dT 2v ogi4 (no sum on i), (IV. 1 7b) 

dt 1 (dl\3 
D44 dT = -"2 dT/ og44' (IV. 17c) 

Further, from the relation gaxga, = 0;, we obtain the 
relation 

or:s= ~gax{(og"'X),B+ (OgxB),,,, - (Og"'B),J- r:Bg"ogp, 

(IV. 18) 

where 0 signifies a variation where all the g'H can vary, 
and we use the fact that ol(g",s),.J=(og",s),., 

From Eq. (IV. 18) we then obtain 

and 

(D u" rZs)A'" AS =AB (g"" A" + g'" AV) (og,,) ,8 

_g"I.A" A"(lig"v),x 

- (r~s gV' A'" AS + r~8 g'" A'" AS) og"v 

(Jl *- v) (no sum on Jl and v) (IV. 19a) 

(D ti" r:s)A'" A8= tAs g""A"(og"J,B 

- tg" AU Au (og"...),. - r:sg'" A'" AS og"u 

(no sum on Jl). 
(IV. 19b) 

Having developed the general expressions that will be 
needed, we now consider several special cases that 
prove useful. 

Case i: All Vi = O. 

We now specialize considerations to the case where 
all Vi = 0, at event P. This will enable us to obtain 
relations which remain valid in the general case where 
the Vi may not be zero. 

Expressions (IV. 17) and (IV. 19) now have simpler 
forms, and, further, we now have the relation 

d 2x a 

Di4 dT2 =(0,0,0, -g~!aiogi4) (no sum on n. 
(IV. 19c) 

We can now evaluate our basic requirement on the 
metric, Eq. (IV. 14). As will be explained later we only 
need explicitly consider the case where D"v=Dw The 
left-hand side of the relation is evaluated by expressing 
it as 

gX.DAX Di4(DA') =glm DA I Di4(DA m) + gl4 DAI D i4(DA4) 

+ g4zDA 4lJ i4(lJA I) + g4'pA 4D i4(DA 4). 

(IV. 20) 

utilizing Eqs. (IV. 17) and (IV. 19) the terms here on 
the right-hand side can all be evaluated. The resulting 
expression will not be written out here as it is of 
unwieldy length, however. 
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Continuing on, the right-hand side of Eq. (IV. 14) can 
be expressed as 

DA iDA4 = g;j! (a i + r~4) l- ~ K~~ (K14 ,4 + 2Kk1 a") -i- r:J 
(IV. 21) 

Inserting Eqs. (IV. 20) and (IV. 21) into Eq. (IV. 14) 
then yields a very lengthy relation containing- the varia­
tions ogi4 and (OKi4) ,4' Since these quantities may be 
chosen independently at P, their coefficients in the above 
relation must separately vanish. Vanishing- of the co­
efficient of (ogi4) ,4 yields the relation 

(IV.22) 

and then the vanishing of the coefficient of OK i4 can be 
shown to merely yield the identity 0 = O. 

Further, it can be shown that making similar con­
siderations on Eq. (IV. 14) involving all the other lJ uv 
*-Di4 yields no relations in addition to Eq. (IV. 22). We 
either get relations which are direct consequences of 
Eq. (IV. 22) (such as aiaJ = r!4 r!4) or relations of the 
form 0=0. 

Thus, minimizing A with respect to the metric. when 
all Vi = 0 at P, only yields the relations 

(IV. 23) 

We note that this is the equation of a geodesic if all 
Vi = O. Thus, the requirement of a closest tangent 
geodesic to the N - T, when all Vi = 0, implies that the 
N-T is a geodesic at p, Thus, when all vi=O, the 
closest geodesic coincides with (and is not merely 
tangent to) the N - T at P. 

Case ii: Not all vi=O. 

Here, we consider the more general case where not 
all Vi = O. It will be sufficient for our purposes to as­
sume, however, that only VI *- 0 (of course, v4 *- 0). 

Straightforward application of Eqs. (IV. 16b), (IV. 17a). 
(IV. 17b), (IV. 19a), and (IV. 19b) yields the following 
relations: 

(IV. 24a) 

(IV. 24b) 

(i *- 1) (no sum on i), 

D.(ra A"'AS)= (!!!.)2 {_VIVITiJ'Og .. _2V1TiJ'IiK" 
" '" B d T 11 IJ 14 l) 

-T!1'ligu} (i,ii-1) (ii-j), 
(IV. 24c) 

D ("'" A"'AB)_(~)2{_V1V1Ti4crli(T. +Vl[«"i(ljcr. ) 
14 .1 ",B - dT 11 b ,4 ,., h ,4 ,I 

(IV. 24d) 

where there is no summation on i and;. and where 
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(IV. 24e) 

Now, returning to Eq. (IV. 14) for the case Du.v=Dif 
(i,j t-1, it- j), and utilizing the above relations, we 
obtain the expression 

5 i} VIVI+SiJ 2Vl +Su = (dt)2 (ai + r i v"'v8) (aJ + r J vAv") 
11 14 44 dT '" 8 Acr 

where there is no sum on i and j, and where 

5~f8 =DA irJ"'8 + DAj r~8 

(IV. 25) 

(IV. 26) 

Inserting Eq. (IV. 16c) in for dt/dT in Eq. (IV. 25) and 
then equating coefficients of (VI)4 terms yields the 
relations 

(IV. 27) 

Equating coefficients of (VI)3 terms then gives 0 = O. 
Equating coefficients of (VI)2 terms then yields the 
relations 

(IV. 28) 

And, finally, equating coefficients of yl terms then 
yields 0 = O. 

Since the Xl direction is not preferred, and the r~cr do 
not depend on the v, we can generalize the above 
relations to 

r1i =0 all kt-i and r~4=0, all kt-i. (IV. 29) 
(no sum) 

We finally consider Eq. (IV. 14) once more, where we 
takeD"v=D i4 , with it-l. utilizing Eqs. (IV. 24b) and 
(IV. 24d) and Eqs. (IV. 29), the very lengthy expression 
reduces to the relation 

{- VIVI rilDAiogi4 + vl [DA i(ogi4),1 + rl~DAill5gi4 
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+ DAi(l5gi4).4 - S!! I5gi4} - (gAl DAA v' a i + gHDA'ai)I5Ki4 

= (a i + r~8 V"'V8) {- ~ (:~ Y gA'" .,v'v"'v" + 2gz", a Z v'" 

'rlI '" 8 (dt )2 } + .1 ",8 V V dT 15gi4 (IV. 30) 

where there is no sum on i, 
Eq. (IV. 26). 

and 5~"8 is defined as in 

The entire right-hand side of this equation is zero 
since the quantity in the first parenthesis is zero by the 
relations (IV. 23) and (IV. 29). Considering the left-hand 
side of the equation, and setting the coefficients of the 
variations (15g i4 ) .4' 15gw and (15gi4).k separately to zero 
yields, first. 

(IV. 31) 

a relation slightly more general than Eq. (IV. 23), and, 
second, 

r!4 (gIl VIVI + 2g14 v
l + g44) = - (g4lvla i + g44ai). (IV. 32) 

Equating coefficients of (vl)O, VI, (VI)2, respectively, 
here, yields the relations 

r!4 = - ai, it-I, 

2r!4=-a i
, it-I, 

(IV. 32a) 

(IV. 32b) 

(IV. 32c) 

And these equations can only be compatible if r!4 = 0 
=a' (it-I), which implies that a=O, by suitable selection 
of coordinate axes-thus concluding the theorem. 

1J. Cohn, Phys. Rev. 149, 1040 (1966). 
2J. L. Synge, Relativity: The General Theory (North-Holland, 
Amsterdam, 1960), p. 134. 
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Long-wavelength normal mode vibrations of infinite, ionic 
crystal lattices 

John A. Davies and Carol L. Mainville 
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This paper is an extension of an earlier article [J. Math. Phys. 13, 1207 (\972)] in which a study is 
made of the long-wavelength normal mode vibrations of infinite, ionic crystal lattices. The work is 
applicable to lattices of all symmetries but is restricted to the rigid ion model without retardation. 
This article completes the mathematical formalism introduced in the earlier article. In addition, two 
theorems are proved. The first states that all branches of the dispersion relations for an ionic lattice 
will approach definite frequencies as the propagation vector approaches zero if the point group of the 
space group of the lattice belongs to the regular system. The second states that, for all other lattices, 
at least two branches of the dispersion relations will approach frequencies which depend upon the 
direction of the propagation vector as the propagation vector approaches zero. A number of useful 
techniques are introduced for determining both the qualitative and quantitative behavior of the 
long-wavelength normal modes. Finally it is shown that the work in this paper is easily extended to 
include some but not all lattice models with polarizable and deformable ions. 

I. INTRODUCTION 

This article is an extension of an earlier paperl in 
which we presented a mathematical study of the proper­
ties of the long-wavelength normal mode vibrations of 
crystal lattices in which Coulomb interactions are 
present. 

The dynamical matrix for an infinite lattice with Cou­
lomb interactions does not approach a definite value as 
the propagation vector k for normal mode vibrations ap­
proaches zero. This singular behavior arises from the 
fact that the expansion of the dynamical matrix about 
k = 0 contains a nonanalytic zero order term which de­
pends upon the direction of k. 2-4 The presence of this 
nonanalytic term has the following consequences: 

1. The normal mode frequencies and the eigenvectors 
of the dynamical matrix are undefined at k = 0 for in­
finite ionic lattices. Any attempts to define them lead 
to contradictions. 5 

2. The normal mode frequencies and eigenvectors 
are well defined in the long-wavelength limit in the 
following sense. Given any nonzero k in a small neigh­
borhood of k = O. the normal mode frequencies and 
eigenvectors are well defined at that k. 6 On the other 
hand. the usual group theoretical methods appropriate at 
k = 0 in the absence of Coulomb forces cannot be used 
without modification to study the long-wavelength normal 
modes of crystals with Coulomb interactions. 7,8 

3. In the case of some but not all lattices with Cou­
lomb interactions. branches of the dispersion relations 
occur whose frequencies do not approach definite values 
as k approaches zero. The value approached depends 
upon the direction from which k approaches zero. 9,10 

Reference 1 contains a mathematical formalism de­
signed to enable one to extend group theoretical argu­
ments to the analysis of long-wavelength normal modes 
in crystals with Coulomb interactions. The purpose of 
this paper is to complete this theory. 

The work in this paper and in Ref. 1 is applicable to 
crystals of all symmetries. Our rigorous analysis is. 
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however, subject to the following restrictions: The lat­
tices dealt with are infinite, retardation is not included, 
and the rigid ion model is used. Later in this paper 
arguments based upon the phenomenological theory of 
ionic latticesll are used to show that the treatment in 
this paper can be extended with only a trivial modifica­
tion to include a restricted class of lattice models in 
which polarizable atoms are present. 

It is noted above that branches of the dispersion rela­
tions which do not approach definite frequencies as k ap­
proaches zero exist for some lattices but not for all. 
Probably the chief deficiency in Ref. 1 is that no simple 
rule is derived for determining from symmetry alone 
whether or not a lattice will possess such branches. In 
this paper we derive such a rule, which is presented in 
the form of two theorems. These two theorems are 
stated in detail in Secs. VIII and X, respectively. 
Briefly, Theorem I states that all branches of the dis­
persion relations for a lattice will approach definite fre­
quencies if the point group of the space group for the 
lattice belongs to the regular system. Theorem II states 
that some branches of the dispersion relations for all 
other lattices will not approach definite frequencies. 

The following is an outline of the work included in this 
article. In Sec. II, we review the mathematical theory 
introduced in Ref. 1. Section III is a discussion of the 
physical significance of some of the operators and linear 
vector spaces introduced mathematically in Ref. 1. In 
Secs. IV-VII, we introduce some additional operations 
and definitions and prove a number of lemmas required 
for the proofs of Theorems I and II. These sections 
actually contain more material than is required for the 
proofs since they are also intended to complete the 
mathematical theory introduced in Ref. 1. Section VIII 
is a proof of Theorem I. This section also contains re­
sults which are useful in constructing the long-wave­
length dispersion relations and normal mode eigenvec­
tors for cubic, ionic lattices. An alternative proof of 
Theorem I is given in Sec. IX. A by-product of the 
alternative proof is a technique by which one can obtain 
the long-wavelength normal mode eigenvectors for cubic 
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lattices once they are obtained for a single direction of 
k. Theorem n is proved in Sec. X. In addition, we ob­
tain results which are useful for analyzing the long­
wavelength normal modes for noncubic lattices. Finally, 
in Sec. XI, we show that the results obtained in this 
paper can be extended to include a limited class of lat­
tices with polarizable ions. 

II. BACKGROUND 

We begin by summarizing those results, conventions 
of notation, and equations from Ref. 1 which are essen­
tial for the work developed in this paper. Many of the 
results of Ref. 1 are restated as lemmas in order that 
they may be easily referred to in later sections. 

Consider an infinite crystal lattice whose particles 
interact through both Coulomb and short range forces. 
The particles are assumed to be point ions. There are f 
particles per primitive cell and the Kth particle in the 
lth primitive cell has the equilibrium position 1/(l, K), 
mass ilK' and charge Z •. These quantities are dimen­
sionless since throughout this paper all lengths, masses, 
and charges are divid~d by a typical cell dimension a, a 
typical mass m, or the electronic charge e, respective­
ly. Since each primitive cell is electrically neutral. 

:0 ZK =0. (1) 
• 

A Cartesian coordinate system is imbedded in the 
lattice. In a normal mode vibration, the ith Cartesian 
component of the displacement (divided by a) of the Kth 
particle in the lth primitive cell is given by 

u/(l, K) = 1l;1/2W.;( tP) exp[21Ticp '1/(l, K) - iw( cp)t], (2) 

where cp=ka is the dimensionless propagation vector, 
is the time, and w(tP) is the frequency. The amplitude 
factors w.1(tP) form the elements of a 3f-component 
column matrix w(tP). We shall refer to w(cp) as a normal 
mode vector. 

In Ref. 1 it is shown that the normal mode vibrations 
are not defined at cp = 0 for infinite lattices with Cou­
lomb interactions. However, as cp approaches zero, the 
behavior of the normal modes is governed by the eigen­
vector equation 

COt $)-WO( $) = [A + (41Ta 3 /va)N( $»)-WO( $) 

=;o,.0($)-WO($). (3) 

The 3fx 3f matrix COt $) is the long-wavelength limit of 
the dynamical matrix and is real and symmetric. It is 
the sum of two real, symmetric matrices, the ~-inde­
pendent matrix A, and the $-dependent matrix (41Ta 3 / 

va)N($), where va i~s the volume of a primitive cell. The 
column matrix -WO(tP) gives the behavior of the long­
wavelength normal mode eigenvectors, and the eigen­
value ;0,.0($) is related to the long-wavelength dispersion 
relations by 

The normal mode eigenvectors span a 3f-dimensional 
linear vector space denoted by S3itotal). 

(4) 

As we explain in Ref. 1, most 3fx 3f matrices K used 
in this work consist of three by three submatrices K.v, 
where K and v (= 1,2, .. . ,f) refer to particle names in 
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the primitive cell. The elements of K.v are Kd,vi' 
where i and j (= 1, 2, 3) refer to Cartesian coordinates. 
Similarly most 3f-component column vectors V consist 
of three-component subvectors V. with elements Vd • 

Throughout this paper Roman letters will be used to 
refer to Cartesian components and Greek letters to 
refer to components designating submatrices. 

The submatrices of N($) are defined by 

N. v( $) = [Z. Z/(Il.lly / 2]L( $), 
where 

The matrix L(~) has the properties that 

L($)$=$, 
and 

L($)ij($)=O, 

for any ij( 1» obeying 

~($). $=0. 12 

( 5) 

(6) 

(7) 

(8) 

(9) 

An important property of L(~) is the following. Let R 
be any element of 0(3). Then, 

(10) 

In Ref. 1, it is shown that the eigenvalue zero of N($) 
is (3f-I)-fold degenerate. The corresponding eigen­
vectors span a (3f-l)-~dimensional subspace of S3/(total) 
denoted by S3fi.l (AN = 0; cp). The remaining independent 
eigenvector of N($) is provided by the normalized vec­
tor 'iJ!"n($), orthogonal to S3f-1 (AN = 0; $), defined by 

w!n($) = (L; 1l;1 Z~) -1/2 Z.iJ.;1/2$. (11) 

The corresponding eigenv~alue is Lv Z~/ iJ.v' As $ varies 
the subspace S3/_1(AN =0;cp) varies. The intersection for 
all $ of the S3/_1 (AN = 0; $) is a (3f - 3)-dimensional 
subspace of S3/(total) denoted by S3/_3(zero). Similarly, 
as $ varies, 'iJ!"n($) varies and traces out a three­
dimensional subspace S3(normal). S3(normal) consists 
of all vectors orthogonal to S3f_3(zero). 

The matrix A in Eq. (3) has the usual symmetry prop­
erties of a dynamical matrix at rp = 0 for lattices with 
short range forces only. In particular the unitary 
matrices of the representation {T(O, R)} of the point 
group G of the space group of the lattice13 commute 
with A. That is, 

T(O, R)ATt(O, R) =A, (12) 

where 

(13) 

In Eq. (13), R is an orthogonal matrix representing an 
element of the point group G for the lattice, and Fo(v, R) 
= Vi, where particles of type v are brought into coin­
cidence with identical particles of type Vi under an 
operation of the space group involving the point group 
operation R. Since v and Fo(v, R) are identical particles, 

(14) 

and 
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(15) 

Properties of the eigenvalues and eigenvectors of A are 
then found, using the usual group theoretical methods, 
by determining the irreducible representations of the 
point group contained in the representation {T(O, R)}. 
(For details see Refs. 1 and 13. ) The matrix A also 
obeys the relation 

(16) 

Equation (16) insures the existence of three independent 
acoustic modes for A. The matrices N($) and CO(<i» also 
obey equations of the form of Eq. (16). 

A great deal of information concerning the eigenvalues 
and eigenvectors of CO($) can be determined once a 
group theoretical analysis of the eigenvalues and eigen­
vectors of A is carried out. In Ref. 1, a number of rules 
(called Cases a, b, and c) for carrying out such an 
a nalysis are derived. These cases are rewritten below 
as lemmas: 

L(' Iii JI!(I 1: If an eigenvector of A corresponding to 
the eigenvalue Aa lies in 53f_3(zero), then it is also an 
eigenvector of CU($) corresponding to the same eigen­
Yalu(' /la. Suppose A has a q-fold degenerate eigenvalue 
;\" with corresponding eigenvectors spanning a q-dimen­
sional subspace of 53f (total) contained in 53f_3(zero). If 
['I,a n1", II cc 1, 2, ... , q, is any set of q linearly independent 
eigenvectors of A corresponding to the eigenvalue Aa

, 

then the long-wavelength eigenvectors for 'I branches of 
the dispersion relations can be constructed from linear 
combinations14 of the 'ltan• These branches of the dis­
persion relations will approach the definite frequency 
corresponding to /la as ¢ approaches zero. 

Lc III lila 11: Suppose A has a q-fold degenerate eigen­
value /la with corresponding eigenvectors spanning a q­
dimensional subspace 5a of 53f(total), where 5q is not 
contained in S3f_3(zero). Let {'ltan

} be a set of q linearly 
independent eigenvectors of A corresponding to the 
eigenvalue /la For any given $, the intersection of 5. 
anel S:lf_l (/I" 0: Ji) is (q - I)-dimensional. 15 Thus, for 
any given $. we can construct (q - 1) independent eigen­
veetors of CO(Jj) which are linear combinations of the 
>I,an ;Jl1rl lie in S:Y_l (AN = 0; <i». As $ varies, the eigenvec­
tors so constructed vary and, if properly chosen, 16 

tJ·,\(,C out the long-wavelength normal mode vectors for 
(If - 1) branches of the dispersion relations. Each of the 
:dJOVC ((/ - 1) branches approaches the definite frequency 
corresponding to A" as <$ approaches zero. 

L,'II/III(! 111: Suppose A has a q-fold degenerate eigen­
value /I" with corresponding eigenvectors spanning a q­
dimensional subspace 5q of 53f (total). Also suppose that 
S. contains 53 (normal). Let {¥"} be a set of q linearly 
independent eigenvectors of A corresponding to the 
eig'envalue /la. Then for any cji, we can construct a 
1 inca r combination of the ¥n which is parallel to 'lt 1"($). 
As :j; varies, lJI 1n($) varies and provides the long-wave­
length normal mode vectors for one branch of the dis­
persion relations which approaches the definite frequen­
cv correspondin'T to Aa + (47Ta 3 /}! ))' Z2/" as A. approach-, b f a uK K. f-A'K 't' 

es zero. Further, for each <$, we can construct (q - 1) 
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linear combinations of the ¥n which are mutually 
orthogonal and orthogonal to lJIln(~). The (q - 1) linear 
combinations lie in 53f_1 (AN = 0; $) and are, thus, eigen­
vectors of CO(cji). As $ varies these vectors vary and, if 
properly chosen, trace out the long-wavelength normal 
mode vectors for (q - 1) branches of the dispersion 
relations. Each such branch approaches the definite 

.frequency corresponding to Aa as $ approaches zero. 

When Coulomb interactions are present in an infinite 
lattice, some of the branches of its dispersion relations 
may not approach definite frequencies in the long-wave­
length limit. If the eigenvalue AO($) in Eq. (3) actually is 
$-dependent, then the frequency approached will de­
pend upon the direction from which ¢ approaches zero. 
In Ref. 1, a necessary and sufficient condition that a 
single given branch approaches a definite frequency is 
derived. This condition is rewritten below as Lemma 
IV. 

Lemma IV: A necessary and sufficient condition that a 
single given branch of the dispersion relations approach­
es a definite frequency as ¢ approaches zero is that the 
lJIo( $) for the branch lie either in 531_1 (AN = 0; $) or in 
531_2 (AM = 0; $) for all $. 

The subspace 53f_2(AM = 0; $) is defined as follows. 
First define the 3/x3/ matrix M(~) by 

(17) 

where 

(18) 

The (3/- 2)-dimensional subspace 53f_2 (AM= 0; <$) is the 
set of all vectors satisfying the equation 

M($)'It = O. (19) 

Thus, it is the subspace occupied by the eigenvectors of 
M(<f») corresponding to the (3/- 2)-fold degenerate eigen­
value zero. In Ref. 1 it is noted that 531_1 (AN = 0; ~) 
n 53f_2 (AM = 0; <$) = 531- 3 (zero) for any <$. 

The matrix M($) also has the twofold degenerate 
eigenvalue l:K zV flK with corresponding eigenvectors lJI 
of the form 

_ (" -1 z) -1/2 -1/2 A I lJIK - ~ flv Zv flK ZK11(,+,) , (20) 

where 

(21) 

The two-dimensional subspace of 53f (total) consisting of 
these eigenvectors is denoted by 52 (AM = l:K zV flK; :j;). The 
union for all <$ of the 52(AM = l:K zV flK; $) is 53 (normal). 
Since the latter result is not proved in Ref. 1, we prove 
it in Sec. VI. 

The 3 X3 matrix T(cji) has the properties that 

T(<i»cji=O 

and 
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In Ref. 1, we considered but did not solve the problem 
of deriving a necessary and sufficient condition, based 
on symmetry, that all branches of the dispersion rela­
tions for a lattice approach definite frequencies (inde­
pendent of the direction of $) in the long-wavelength 
limit. In Ref. 1 the following lemma is stated: 

Lemma V: A necessary and sufficient condition that 
all branches of the dispersion relations for a lattice 
approach definite frequencies as 1> approaches zero is 
that there exists a unitary matrix Q(R) such that for all 
R E 0(3) and some $. 

(24) 

The above condition is too general to provide any 
direct relation between the lattice symmetry and the 
property that all branches approach definite frequen­
cies. Bakr17 attempted, with only limited success, to 
prove the two theories quoted in Sec. I by directly con­
sidering the relation between the lattice symmetry and 
the existence or nonexistence of Q(R). In this paper, we 
prove the theorems by using an alternative approach and 
thus obtain the corollary that Q(R) exists for all lattices 
whose point groups belong to the regular system and 
does not exist for other lattices (barring accidental de­
generacies in the long-wavelength dispersion relations). 
In Sec. IX of this paper, we show how Q(R) can be con­
structed when it exists. 

III. SOME REMARKS ON THE PHYSICS OF THE 
FORMALISM 

As is well known, the term (41Ta3/va)N($) in Eq. (3) is 
interpreted as the contribution of a macroscopic elec­
tric dipole field of amplitude E to the zero order dy­
namical matrix CO($). In most treatments of infinite 
lattices, including this paper, this macroscopic field 
arises solely from electric dipole moments which ap­
pear at the lattice sites due to lattice vibrations and is 
not in part due to a field imposed from outside (at in­
finity). Referring either to Eq. (31. 14) of Ref. 3 or 
to Eq. (6.2.27) of Ref. 4 and taking into account the 
dimensionless nature of the quantities used in this paper, 
we see that 

(25) 

where E is a dimensionless macroscopic field amplitude 
related to E by 

E = (a2/c)E, (26) 

and E is the macroscopic electric field amplitude arising 
from a long-wavelength normal mode vibration propagat­
ing in the $ direction and characterized by the normal 
mode vector >It. We shall thus sometimes refer to N($) 
as the macroscopic electric field operator. 

Next consider the operator N($) + M($). Using Eqs. 
(5), (6), (17), and (18), we see that 

(27) 

where I is the 3 x3 identity matrix. Notice that M($) 
+ N($) is independent of $. From Eq. (27), one easily 
obtains the result 
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(28) 

where P is the amplitude of the dimensionless macro­
scopic polarization vector, related to the amplitude of 
the macroscopic polarization vector P by 

P = (a2/e)P, (29) 

where 

(30) 

We sometimes refer to N($) + M($) as the macroscopic 
polarization operator. 

Finally, from Eqs. (25), (26), (28), and (29), we ob­
tain the result 

(31) 

where 

(32) 

and, clearly, D is the amplitude of the macroscopic 
electric displacement vector. We shall, therefore, 
refer to M(4») as the macroscopic electric displacement 
operator. 

In the long-wavelength limit the electrostatic equa­
tions VXE(r) = 0 and V' D(r) = 0 reduce to $XE = 0 and 
$. D = 0, respectively. Using Eqs. (5), (8), (17), (22), 
(25), and (31), one sees that the latter two equations 
are automatically obeyed by E and D. 

Clearly the subspace S3f-1 (AN = 0; $) consists of all 
normal mode eigenvectors >It for which the correspond­
ing long-wavelength vibrations with propagation vectors 
in the $ direction produce no macroscopic electric 
field. These are vibrations whose longitudinal compo­
nents produce zero dipole moment per primitive cell 
(that is, $. P = 0). Similarly, the subspace S3f_2(AM = 0; $) 
consists of all normal mode vectors >It for which the 
corresponding long-wavelength vibrations with propaga­
tion vectors in the 4) direction produce no macroscopic 
electric displacement vector. These are vibrations 
whose transverse components produce zero dipole mo­
ment per primitive cell (that is, 17($) 0 P = 0 for all 
~($) 1 $). The subspace S3f_3(zero) consists of all >It 
whose corresponding long-wavelength normal mode 
vibrations (for any $) produce no polarization vector. 
The latter subspace is the intersection of S3/_1 (AN = 0; $) 
and S3f_2(AM = 0; $) for any $. It follows that whenever 
P = 0 both E and D vanish. This result must, of course, 
be true since (as we state above) the macroscopic elec­
tric field is assumed to arise solely from dipole mo­
ments which arise from particle displacements and is 
not in part due to an applied outside field. 

A long-wavelength normal mode vibration propagating 
in the $ direction and having the normal mode vector 
k>Itln(4») , where k is a constant, is, of course, purely 
longitudinal. Clearly M($)>It 1n(4») = O. From Eqs. (11), 
(25), (28), and (31), it follows that the above vibration 
produces E=-41TP=-k(47Ta3/va)O;",ZU/lj/2$ and D=O. 
Similarly, consider a long-wavelength normal mode 
vibration propagating in the 4) direction with normal 
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mode vector k'l!, where 'l! is given by Eq. (20). Such a 
vibration is purely transverse and produces 0 = 41TP 
=k(41Ta3/1'a)(L Z~/ Ilj /2~($) and E = O. 

Lemma IV is stated in mathematical terms. Clearly 
it can be restated as follows: A necessary and SUfficient 
('onditioll that a single gil'en branch of the dispersion re­
lations approaches a definite frequency is that for all 
IOllg-lI'Gl'elellglh Ilormal mode /libra/ions belonging to the 
irranch eilher E=O or D=O. 

IV. AN ALTERNATIVE FORM FOR CO (0 ). 
THE MATRIX A' 

Usually the matrix CO($) is written in the form given 
by Eq. (3) where the nonanalytic ~-dependent term is 
proportional to the macroscopic electric field operator 
N(fj). An alternative method of writing CO(~) is obtained 
as follows. 

Define the matrix A' by 

(33) 

According to Eq. (27), the polarization operator N(~) 
+ M(cP) is independent of $ and is real and symmetric. 
Thus, the matrix A' is constant, real, and symmetric. 
In terms of A', we may express Co(¢) in the form 

(34) 

In this alternative form, the nonanalytic part of CO(¢) is 
proportional to the electric displacement operator M(¢). 

Consider the representation {T(O, R)} of the point 
group G for a lattice as defined by Eq. (13). The 
matrices of this representation, of course, commute 
with A. Using Eqs. (13), (14), (15), and (27), we see 
that all of the T(O, R) also commute with N($) +M(¢). 
It then follows from Eq. (33) that {T(O, R)} provides a 
representation of the point group all of whose matrices 
commute with A'. We conclude that any group theoreti­
cal analysis of the properties of the eigenvectors and 
eigenvalues of A based upon the point group apply equal­
ly well to the eigenvalues and eigenvectors of A'. 

From Eqs. (16) and (33), the remarks immediately 
following Eq. (16), and the equation L. Il! /2M"v(¢) 
= 2:. Mv.($)Il~ /2 = 0 [which follows immediately from Eq. 
(1) 1, we see that A' also obeys an equation of the form 
of Eq. (16). The latter result ensures the existence of 
three independent acoustic modes for A'. Both A and A' 
are real and symmetric. Since both are real, any gen­
eral conclusions based upon time reversal invariance 
apply equally to A and A'. 

We finally conclude that any properties of the eigen­
vectors and eigenvalues of A derived in this paper by 
group theoretical methods can be applied with equal 
validity to the eigenvectors and eigenvalues of A'. 

V. ACCIDENTAL AND NONACCIDENTAL 
DEGENERACIES 

For purposes of this paper a degeneracy in an eigen­
value of A or of A' will be considered as not accidental 
under any of the following circumstances: 
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1. If it follows from translational invariances; that 
is, if the degeneracy follows from Eq. (16) or from the 
corresponding equation for A'. 

2. If it follows from an analysis of the space group of 
the lattice; that is, if it follows from the irreducible 
representations of the point group G contained in 
{T(O, R)}. 

3. If it follows from time reversal invariance. 

A degeneracy in an eigenvalue of CO(~) is considered 
to be nonaccidental under any of the following 
circumstances: 

1. If it follows from translational invariance; that is, 
if it follows from the equation involving CO(¢) which cor­
responds to Eq. (16). 

2. If it follows from time reversal invariance. 

3. If by using methods described in this paper and 
Ref. 1, we can show that the degeneracy is a conse­
quence of nonaccidental degeneracies in eigenvalues of 
A and A' (that is, if the degeneracy follows directly or 
indirectly from Lemmas I, II, or III). 

A final type of degeneracy in an eigenvalue of CO(~) 
which will be considered as nonaccidental arises as 
follows. Consider the subgroup of the point group G for 
the lattice consisting of all REG having the property 
that R¢ = $. We denote this subgroup by G($) and refer 
to it as the group of the direction of $. A representa­
tion of G($), all of whose elements commute with CO($) 
is the set of all T(O, R) for which R E G($). A degen­
eracy in an eigenvalue of CO($) will be considered as 
nonaccidental if it follows from an analysis of the ir­
reducible representations of G(¢) contained in {T(O, R)}, 
RE G(~). 

All other degeneracies are regarded as accidental. In 
the interests of Simplicity, we assume throughout this 
paper that such accidental degeneracies are not present. 

VI. PROJECTION OPERATORS AND SOME 
ASSOCIATED THEOREMS 

The work to follow in this paper depends heavily upon 
the use of projection operators to the various subspaces 
of S3f(total) defined in Sec. II. Most of the projection 
operators are derived in Ref. 1 and the remainder can 
be derived by standard methods. Thus, we merely list 
expressions for them below [where P(Sq) is the projec­
tion operator to the subspace Sq, I is the 3 x3 identity 
matrix, and 1 is the 3fx3f identity matrix]: 

(35) 

(36) 

(37) 

(38) 

(39) 

P(S3f_3(zero» = 1- P(S3(normal). (40) 
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and 

p[ S2(\M = ~ zV J.J..; ~)J = 1- P (S3f_2 (AM = 0; ~». 
In Eq. (37), S3(acoustic) is the subspace of acoustic 
mode eigenvectors for A, A', and CO(cfj). 

(41) 

The projection operator to the subspace of S3f(total) 
spanned by eigenvectors of A belonging to the ith row 
of the J.J.th irreducible representation of the point group 
C for the lattice is denoted by PI", i which is defined by 

pI",1 = nl" 6 D~':')*(R)T(O R) 
g RE~ " " 

(42) 

where g is the order of the point group, nl" is the dimen­
sion of the J.J.th irreducible representation, and D(I")(R) 
is the matrix representing the point group element R in 
the J.J.th irreducible representation. 18 Summing both 
sides of Eq. (37) over i, we obtain the projection opera­
tor pI" to the subspace of S3f(total) spanned by eigen­
vectors of A belonging to the J.J.th irreducible represen­
tation. We get 

where x(I")(R) is the character (trace) of D(I")(R). 

Suppose that D(',) is an nl"-dimensional irreducible 
representation of the point group for the lattice and 

(43) 

-J11",i is a vector belonging to the ith row of D(I"). Then a 
set of nl" mutually orthogonal vectors lJII",j which span 
an nl"-dimensional subspace of S3!(total) which is in­
variant under the operations of the T(O, R) is obtained by 
applying the formula 

(44) 

The vector lJII", j transforms according to the jth row of 
D(iL). [For a derivation of Eq. (44) see Ref. 18.] 

We now derive a number of formulas and theorems 
concerning the above projection operators and their cor­
responding subspaces of S3f(total). 

The subspace S3f_3(zero) is defined as the intersection 
of the subspaces S3f-l (AN = 0; ~) for all $. The intersec­
tion of the subspaces S3f_2 (AM = 0; 1» for all 1> is the set 
of all lJI obeying the equation M($)lJI = 0 for all $. In 
terms of submatrices the latter equation becomes 
T(cfj) L,. Z.Z,.(J.J..J.J.,.t1 /21Jt" = O. USing Eq. (18), one can 
easily show that this equation hOlds true for all cP if and 
only if LA Z.Z,.(J.J..Jl"t1 /21JtA = 0, That is, 1Jt lies in 
S3f_3(zer o). We, therefore, add the following lemma: 

Lemma VI: The intersection of the subspaces 
S3f_2(AM = 0; $) for all cfj is S3f_3(zero). 

The subspace 52 (AM = L. Z~/ J.J..; $) consists of all vec­
tors normal to S3f_2(AM = 0; $). Using Eq. (20), one can 
eas ily prove that the union of the S2 (AM = L. Z~/ J.J..; tp) for 
all cfj is at least three-dimensional. The subspace 
53 (normal) consists of all vectors normal to S3f_3(zero). 
It follows from Lemma VI that all 1Jt contained in the 
union of the S2(AM=L.Z~/J.J..; $) for all $ are contained in 
S3(normal). Thus, we add the following lemma: 
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Lemma VII: The union of the S2(AM = L. Z~ J.J..; $) for 
all ¢ is S3(normal). 

Using Eqs. (1), (37), (39), and (40), we obtain the 
equation 

P (SSf_3(zero))P (S3 (acoustic» 

= P(S3 (acoustic»P (SSf-3 (zero» 

= P(S3(acoustic». (45) 

An immediate consequence is the following lemma: 

Lemma VIII: S3(acoustic) C SSf_3(zero). Lemma VIII is 
a statement of the obvious physical fact that acoustic 
modes are nonpolar. 

Using Eqs. (13), (14), (15), (39), and (40), we find 
that T(O, R) and P(SSf_3(zero» commute for all R of the 
point group. That is, 

[T(O, R), P(S3f_S(zero»] = O. (46) 

It follows that 1Jt is contained in S3f_3(zero) if and only if 
T(O, R)1Jt is contained in SSf_3(zero) for all R of the point 
group. [For, using Eq. (46) and the fact that {T(O, R)} is 
a group, we see that P(SSf_3(zero))1Jt = 1Jt implies 
P(S3f_s(zero»T(O, R)1Jt =' T(O, R)1Jt. Conversely, multiply­
ing the latter equation by T(O, R-1) = T-1(0, R), we regain 
the former equation. ] Further, suppose we are given a 
set of vectors which form a basis for an irreducible 
representation of the point group C and then form any 
nonvanishing linear combination of these vectors. 
Successive applications of the T(O, R) to this linear com­
bination must result in a set of vectors spanning the sub­
space spanned by the original basis vectors. Conse­
quently, we obtain the following lemma: 

Lemma IX: If, under the transformations of {T(O, R)}, 
a set of eigenvectors of A form a basis for an irreduci­
ble representation of the point group C, then the sub­
space spanned by these eigenvectors is either contained 
in S3f_3(zero) or has no intersection with S3f_3(zero). 

The matrix A is real. Consequently the operation of 
time reversal is Simply complex conjugation. From Eq. 
(40), we see that P(S3f_S(zero» is a real operator. Con­
sequently, the operations of time reversal and proj ec­
tion to SSf_3(zero) commute, and by reasoning similar to 
that above we obtain the following lemma: 

Lemma X: Consider a subspace of eigenvectors of A 
(corresponding to the same eigenvalue) which is in­
variant under time reversal. The subspace is either 
contained in SSf_3(zero) or has no intersection with 
S3f_3(zero). 

Combining Lemmas IX and X, and recalling that the 
consideration of accidental degeneracies is excluded 
from our diSCUSSion, we finally arrive at the following: 

Lemma XI: Any set of eigenvectors of A corresponding 
to the same eigenvalue occupy a subspace of S3f(total) 
which is either contained in S3f_S(zero) or has zero inter­
section with S3f_s(zero). 

Consider the matrix CO($) for any given cP. Using 
arguments similar to those above, one can easily show 
that eigenvectors of CO($) which transform among them­
selves under the {T(O, R)} with R E C($) or under the 
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operation of time reversal must either occupy subspaces 
which are contained in S3f_3(zero) or have no intersection 
with S3f_3(zero). Subspaces of eigenvectors of CO(~) cor­
responding to the same eigenvalue can also be deter­
mined using Lemmas I-III. However, such subspaces 
are always contained within invariant subspaces of 
eigenvectors of A. Thus, we obtain a Lemma for CO(~) 
which corresponds to Lemma XI for A: 

LCJIIllla XII: Any set of eigenvectors of CO(~) (for any 
given q,) corresponding to the same eigenvalue occupy 
a subspace of S3f(total) which is either contained in 
S3f_3(zero) or has no intersection with S3f_3(zero). 19 

Equations analogous to Eq. (46) and theorems 
analogous to Lemmas IX-XII also hold for the sub­
spaces S3(acoustic) and S3(normal). 

Choose an orthonormal set of eigenvectors of A which 
span S3f(total). From Lemma XI, we see that a unique 
number of these eigenvectors will be contained in 
S3f_3(zero) independent ot our particular choice. The 
space S3f(total) is then the sum of two mutually ortho­
gonal subspaces denoted by S(nonpolar) and S(polar). 
The subspace S(nonpolar) is that subspace spanned by 
eigenvectors of A lying in S3f_3(zero) and the subspace 
S(polar) is the space spanned by the eigenvectors of A 
lying outside of S3f_3(zero). 

Suppose that S(polar) is q-dimensional and S(nonpolar) 
is (3f- q)-dimensional. By Lemma I, the ~O(~) for 
(3f - q) branches of the dispersion relations lie in 
S(nonpolar) for all ~. Consider the ~O(~) for anyone of 
the remaining branches. For any ~, ~O(~) for the branch 
is orthogonal to S(nonpolar) and, thus, lies in S(polar). 
Further for no ~ = ~o does ~O(~) for the branch lie in 
S3f_3(zero). For then, ~o(~o) would be an eigenvector of 
A lying in S3f_3(zero) and would thus lie in S(nonpolar), 
leading to a contradiction. Therefore, we obtain the 
following lemma: . 

Lemma XIII: The branches of the dispersion relations 
fall into two sets: those branches whose ~O(~) lie in 
S(polar) for all ~ and those branches whose ~O(~) lie in 
S(nonpolar) for all~. Further, if the ~O(~) for a branch 
lie in S(polar), then for no ~ does a ~O($) of that branch 
lie in S3f_3(zero). 

Consider a branch of the dispersion relations whose 
long-wavelength eigenvectors are contained in S(polar). 
Also assume that the eigenvectors ~O($) for the branch 
are ~contained in S3f-2(;>I.M = 0; ~). We now show that the 
~O(q,) span a three-dimensional subspace of S3f(total). 
The condition that the ~o(~) lie in S3f_2(AM = 0; tP) for all $ 
is given by the equation 

(47) 

for all $. Using Eq. (17) and the fact that not all Z, 
vanish for ionic lattices, we see that Eq. (47) is equiv­
alent to 

(48) 

The sum in Eq. (48) cannot vanish, for, referring to 
Eq. (40), we see that then ~O(~) would lie in S3f_3(zero), 
contrary to assumption. It then follows from Eqs. (22) 
and (23) that ~O(~) obeys Eq. (47) if and only if 
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(49) 

for all ~, where k(~) is a number not equal to zero. Let 
~(1l ~(2) ~(3) q, ,q, ,and q, be three mutually orthogonal vectors 

in q,-space. From Eq. (49) we obtain the relation 

:0 Z.Z, ~ot(~(i»~O(~(J» 
'.' (M.M,)1/2· , 

= k*(~(O)k(¢(j»Oij, (50) 

where k* (tP(i»k($(J» * O. Equation (50) not only indicates 
that the three-dimensional vectors $(0 are mutually 
orthogonal in the usual sense, but it also represents a 
mutual orthogonality relation among the 3f-dimensional 
vectors ~O(tP<i» under the inner product 

{n }_ ~ Z.Z, t ,w -!..J ( )1 /2 n.w,. 
'.' M.M, 

(51) 

If follows that >li0(~(1l), ~0($(2», and +0($(3» are linear­
ly independent. Therefore, the ~o(~) obeying Eq. (47) 
must span a space of at least three dimensions. To show 
that the eigenvectors span a space of no more than three 
dimensions, note that the +O(tP) for the branch under 
consideraUon are all eigenvectors of A' corresponding 
to the same eigenvalue A' = AO. [See Eq. (34).] None of 
the irreducible representations for the point groups G 
exceed three dimensions. Referring to Sec. IV and re­
membering that accidental degeneracies are excluded 
from our consideration, we see that the ~O(~) cannot 
span a subspace of more that three dimensions. There­
fore, we obtain the following lemma: 

Lemma XIV: Consider a branch of the dispersion re­
lations all of whose long-wavelength eigenvectors ~O(~) 
lie in S(polar). If the >li 0($) are contained in S3f_2(AM = O;~) 
for each ~, then the ~O(~) span a subspace of S3f(total) 
which is E$actly three-dimensional. 

By a proof similar to that of Lemma XIV (see Ap­
pendix A), we obtain the following lemma: 

Lemma XV: Consider a branch of the dispersion re­
lations all.. of whose long-wavelength eigenvectors ~o($) 
lie in S(p<far). If the ~O(¢) are contained in S3f-l (AN = O;~) 
for each~. then the +O(~) span a subspace of S3f(total) 
which is either two-dimensional or three-dimensional. 

We conclude this section by a further refinement of 
the statement of Lemma IV. Consider a branch of the 
dispersion relations which approaches a definite fre­
quency as q, approaches zero and whose normal mode 
eigenvectqrs ~O(~) lie in S(polar). As stated, Lemma IV 
allows for the possibility that the >li0(~) might lie in 
S3f-l (AN = 0; $) for some (but not all) values of cP and in 
S3!-2 (AM = 0; cfj) for the remaining values of ~. A 
second possibility which is not discounted is that the 
~o(tP) for a branch in S(polar) lie in both S3f-l (JlN= 0; $) 
and S3f-2(~M= 0; $) for some value of $. We now show 
that neither of these possibilities can occur. The sec­
ond possibility is immediately discounted by Lemma 
XIII since the intersection of S3f-l (AN = 0; cP) and 
S3f_2(AM = O;~) is S3f_3(zero). Our proof that the first 
possibility cannot occur is somewhat lengthy and is 
given in Appendix B. We conclude the following: 

Lemma XVI: Consider a branch of the dispersion re­
lations all of whose eigenvectors >li0($) lie in S(polar). 
A necessary and sufficient condition that the branch ap-
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proach a definite frequency in the long-wavelength 
limit is that either the +O(¢) lie in S31.-1 (AN = 0; ¢) for all 
¢ or that the >l!0(¢) lie in S3f_2(AM = 0; ¢) for all ¢. Fur­
ther, for no ¢ does >l!0(¢) lie in both S3M (AN = 0; $) and 
S3f_2(AM = 0; ¢). 

In physical terms the above lemma can be stated as 
follows. Suppose a branch of the dispersion relations 
has long-wavelength vibrations which produce a nonzero 
polarzation. The branch will approach a definite frequen­
cy as ¢ approaches zero if and only if either all of its 
long-wavelength vibrations produce no macroscopic 
electric field or alternatively all of its long-wavelength 
vibrations produce no macroscopic electric displace­
ment field. 

VII. ORTHOGONALITY RELATIONS AND RELATED 
LEMMAS 

Let D(") and D(V) be (unitary) irreducible representa­
tions of the point group G for the lattice. One of the 
basic orthogonality relations of the theory of group rep­
resentations20 gives us the equation 

~ Dlj)*(R)Di:;'>(R)= (g/n,,)fJ,,/5 u ojm , (52) 
ltEG 

where g is the order of G and n" is the dimension of 
D("). 

First consider any point group G belonging to the reg­
ular system. Referring to any character table for the 
32 crystal point groups, we see that all of the point 
groups belonging to the regular system have as one of 
their irreducible representations a representation con­
Sisting of 3 X3, orthogonal rotation matrices R. We shall 
use the symbol r to refer to this representation. Using 
Eq. (52), we obtain the orthogonality relatiot\ 

~Dij )*(R)R 1m = f fJ"r fJi/6 im , (53) 

where iJ. is any irreducible representation of the point 
group G belonging to the regular system. From Eq. 
(53), we immediately obtain the relation 

(54) 

or equivalently 

.Lx (,,)* (R)R= 6X(" )(R)R = tg6"rI, 
R a 

(55) 

where X(")(R) is the character of D(")(R). [Since RIm 

and the left-hand side of Eq. (53) are real, Eq. (53) re­
mains true if the complex conjugate sign * is- removed 
from the D~j)* (R). ] 

Next consider crystal point groups which do not belong 
to the regular system. Choose a system of Cartesian 
coordinates such that the z axis lies along the principal 
axis of rotation for the point group. Referring to any 
set of character tables for the crystal point g,roups, we 
see that the function z belongs to a one-dimen.sional, 
real, irreducible representation of each point group not 
belonging to the regular system. We now divide such 
point groups into three classes (referred to as Types I, 
II, and III) in accordance with the transformation prop­
erties of the functions x and y. 
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Type I crystal point groups are those for which x and 
y belong to one-dimensional, real, irreducible repre­
sentations. Point groups belonging to Type I are Ci , Ch 
Cz, Cs , C2h , C2v , D 2 , and D 2h• All point groups of this 
type have only one-dimensional, real irreducible 
representations. 

Type II crystal point groups are those for which x 
and y belong to the same two-dimensional, real irre­
ducible representation. Point groups of this type are 
C3v , D 3, C4v , D 4, Du , Os, Csv , D 3h, D 3d , D4h> and Dsh• 

Type III crystal point groups are those for which x 
+iy and x - iy belong to different one-dimensional, com­
plex, irreducible representations which are complex 
conjugates. Because of time reversal invariance, eigen­
vectors of A belonging to either of these representations 
correspond to twofold degenerate eigenvalues. The ma­
trix A is real. Thus, if lJt is an eigenvector of A trans­
forming according to one of these irreducible repre­
sentations, then >I!* is an eigenvector of A corresponding 
to the same eigenvalue and belonging to the other irre­
ducible representation. Point groups belonging to Type 
III are C4 , 54, C3, Cs, G3h , G4h , GSh , and 56' 

Each of the crystal point groups not belonging to the 
regular system has a reducible representation D(r) con­
Sisting of 3 x3, real, orthogonal rotation matrices R. 
For Type I point groups, D(r) is automatically in the 
reduced form 

(56) 

where D(X), D(~), and D(z) are the irreducible represen­
tations to which x, y, and z belong respectively. (D(x), 
D(~), and D(z) are not always distinct.) Using Eq. (52) 
and the fact that all R E D(r) are real, we obtain the fol­
lowing relation for Type I point groups: 

[

O"X 0 OJ 
~x(")*(R)R=~X(")(R)R=g 0 6,,~ 0, 

o ° 6", 

(57) 

where iJ. is any irreducible representation of the point 
group. 

For Type II point groups, D(r) is automatically in the 
reduced form, 

(58) 

where D(x~) is the tWO-dimenSional, irreducible repre­
sentation to which x and y belong and D(E) is the one­
dimensional irreducible representation to which z be­
longs. Again using Eq. (52) and the reality of the R 
matrices, we obtain the following relation for the Type 
II point groups: 

6 Dli )*(R)R = 0Dli )(R)R 
R R 

0J o , 

26", 

(59) 

where 

(60) 
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and Il is any irreducible representation of the point 
group. We also obtain the relation 

0X("l*(R)R= 0x(")(R)R 
R R 

0] o , 

6"z 

(61) 

where Il is any irreducible representation of the point 
group. 

In the case of Type III point groups, n(r) is not auto­
matically in reduced form. It is reduced by carrying 
out a similarity transformation with the unitary matrix 
U defined by 

Uc J, ~ -: 
Then n(r) reduces according to 

n(r) = n(+) EB n(-)EB n(Z), 

(62) 

(63) 

where +, -, and z are the one-dimensional irreducible 
representations to which x + iy, x - iy, and z belong, 
respectively. (n(+), n(-), and n(z) are distinct. ) Using 
Eq. (52) and the identity UtURUtU=R, we obtain the 
following equation for Type III point groups: 

Lx(")*(R)R 
R 

ti(6,,+ - o"J 
=g - ti(6,,+ - o"J 

lllo",+O"J 
t(6,,+ + o"J o~J (64) 

0 0 

Let P" be the projection operator to the subspace of 
eigenvectors belonging to the Ilth irreducible represen­
tation of the point group G for the lattice. Using Eq. 
(40), we see that 

P"P(S3f_3(zero)) = PI' - P"P(S3(normal)). (65) 

With the aid of Eqs. (14), (15), (39), and (43), one finds 

[P"P(S3)normal))].v =!!J.. (0wZ~/ Ilwt1 Z.Zv(Il.llvt1
/
2 

g 

x0x"*(R)R. (66) 
R 

First consider the case where none of the functions x, 
y, or z belong to D (,,). Using Eqs. (55), (57), (61), 
and (64), we see that for any crystal point group 
0 R x<")*(R)R = O. 

Thus 

P"P(S3f_3(zero)) = pl'. (67) 

On the other hand, if n(") is one of the irreducible rep­
resentations to which x, y, or z does belong, then 

P"P(S3(normal» * 0, (68) 

for ionic lattices. The implications of Eqs. (67) and (68) 
are summarized in the following lemma: 

Lemma XVll: Let w be an eigenvector of A which 
belongs to the irreducible representation n(") of the 
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point group for the lattice. If none of x, y, nor z belong 
to n("), then W lies in S3f_3(zero). The subspace 
S(polar) is spanned by eigenvectors of A belonging to 
the irreducible representations to which x, y, and z 
belong. Further, given any n(") to which x, y, or z 
belongs, at least one eigenvector of A belonging to n<") 
will be included among those spanning S(polar). 

Using a proof similar to the above, we obtain an 
analogous lemma pertaining to S3 (acoustic): 

Lemma XVIII: The subspace S3(acoustic) is spanned 
by eigenvectors of A [ and C O(i1»] belonging to irreduc­
ible representations of the point group to which x, y, 
or z belong. Further, given any irreducible represen­
tation to which x, y, or z belongs, S3(acoustic) contains 
a set of eigenvectors of A transforming among them­
selves according to that irreducible representation, 

We conclude this section by introducing a few items 
of mathematical notation to be used in the following sec­
tions o The various particle types K can be divided into 
equivalence classes such that K and I' are in the same 
equivalence class if and only if I'=Fo(K,R) for some R 
in the point group G for the lattice, where Fo(l', R) is 
defined in Eq, (13), We indicate that K and I' are in the 
same equivalence class by writing K"" 1', According to 
Eqs, (14) and (15), K"" I' implies that Z. =Zv and that 
Il. = Ilv. Each equivalence class will be denoted by a typ­
ical element of the class 'T. 

In what follows we shall often sum a quantitY!(K) over 
all K in the equivalence class characterized by 'To We 
indicate such a sum by writing 

(69) 

A useful property of this sum is that 

(70) 

where R is any element of the point group G. 

Another type of sum which will be employed is the 
following. Suppose that g(K) is a quantity which is the 
same for all K'S within any given equivalence class. A 
sum of g(K) over all equivalence classes [with just one 
g(K) for each class 1 is indicated by 

It follows that 

0!(K) =0'''6!(K). 
K T K:::::T 

VIII. LATTICES WHOSE POINT GROUPS BELONG 
TO THE REGULAR SYSTEM 

(71) 

(72) 

We now use the formulas and lemmas developed in the 
preceding sections to prove the following theorem: 

Theorem I: Consider an ionic lattice in the point-ion 
approximation. If the point group of the space group for 
the lattice belongs to the regular system, then all 
branches of the phonon dispersion relations for the lat­
tice approach definite frequencies (independent of ¢) in 
the long-wavelength limit. 
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In the remainder of this section, we will prove the 
above theorem. Assume that A has m independent eig­
envectors which belong to irreducible representations 
of the point group to which x, y, and z do not belong. 
By Lemmas I and XVII it follows that m corresponding 
branches of the dispersion relations approach definite 
frequencies. 

Thus, we need consider further only those eigenvec­
tors of A belonging to the irreducible representation r. 
Consider a three-dimensional subspace S3(r) of 
S3/(total) spanned by a set of eigenvectors of A which 
transform among themselves according to r. The 
intersection S3(r) n S3/_1 (AN = 0; $) is at least two-dimen­
sional and S3(r) n S3/_2(AM = 0;$) is at least one-dimen­
sional for each $. (See Footnote 14.) If S3(r)n S3/_1(AN 
= 0; tf,) is three-dimensional, then S3(r) h~s a nonzero­
dimensional intersection with S3/_1 (AN = O;cf» n S3/_2 (AM = 0; 
$) = S3/_3(zero). It follows from Lemma IX that S3(r) 
c S3/_3(zero) and then from Lemma I that three corre­
sponding branches of the dispersions approach a definite 
frequency. (From Lemmas VIII and XVIII, we see that 
the acoustic modes provide three such branches. ) 

Finally we must consider those eigenvectors of CO(tf,) 
which lie in S(polar). From the preceding paragraph, 
we see that these eigenvectors of CO($) lie in a sub­
space of S3/(total) spanned by sets of eigenvectors of A 
belonging to r for which S3(r) n S3!-1 (AN = 0;$) is exactly 
two-dimensional and S3(r) n S3I_2(AM= o;tf,) is exactly one­
dimensional. Assume there are n such sets with corre­
sponding three-dimensional subspaces S~(r), where 
Jl = 1, 2, ... ,n. In the following paragraphs we will show 
that any vector in S~(r) n S3I_l (AN = o;tf,) is orthogonal to 
any vector in the one-dimensional subspace S~ (1') 
n S3/_2 (AM = o;tf,). Once the preceding statement is estab­
lished, the remainder of the proof of Theorem I is as 
follows. Since we assume that no accidental degenera­
cies are present, the subspaces S~(r) and S3(r) must 
be orthogonal for Jl '" v. Within each S~ (r), the eigen­
vectors of A lying in S~ (r) n S3I_l (AN = o;tf,) are also 
eigenvectors of CO($). Lemma II is applicable and 2n 
additional branches of the dispersion relations [two from 
each S~ (r) 1 approach definite frequencies in the long­
wavelength limit. The only eigenvectors of CO(tf,) re­
maining for consideration lie in an n-dimensional sub­
space of S3/(total) which for each ¢ is orthogonal to all 
of the eigenvectors of CO(tf,) so far considered. Clearly 
this is the n-dimensional subspace spanned by one 
eigenvector of A from each of the one-dimensional sub­
spaces S~ (r) n S3/_2(AM = 0; ¢). But any vector in this n­
dimensional subspace is, for each $, contained in 
S3/_2(AM = 0; tf,). Thus, by either Lemma IV or XVI the 
remaining n branches of the dispersion relations also 
approach definite frequencies in the long-wavelength 
limit. Referring to Eq. (34), we see that the eigenvec­
tors for these n branches are also eigenvectors of A'. 

As a result of the above argument, Theorem I will be 
established once we show that, for each of the subspaces 
S~(r), any vector in sJ(r) n S3/-1 (AN= 0; $) is orthogonal 
to S~ (r) n S3/_2 (AM = 0; cf». The subspace S~ (r) is spanned 
by three vectors IJIr ,,; (with i = 1, 2, or 3) which trans­
form according to the first, second, or third rows of 
r, respectively. These vectors are mutually orthogonal 
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since they transform according to different rows of the 
same irreducible representation of the point group. 
From Eq. (44) and the fact that C3 is an element of every 
point group belonging to the regular system, we find that 

IJIr ,,1 = T(O, C3)lJI r ,,3, 

and 

IJIr ,,2 = T(O, C~)lJIr"3. 

With the aid of Eqs. (13), (42), (53), (69), (70), and 
(73), we obtain the result21 

where 

c~(Jl)= 61J1~:r3. 
",:::::-r 

A general vector IJI in S~ (r) has the form 

IJI =L.I;lJIr ,,;. 
; 

(73) 

(74) 

(75) 

(76) 

In order to determine the general form of a vector in 
S~ (r) n S3I_l (AN = 0; $), we impose the condition N( $)+ = O. 
With the aid of Eqs. (5) and (74) and the fact that not all 
Zv vanish for ionic lattices, we find that our condition is 
equivalent to 

(77) 

where the sum is defined by Eq. (71). Using Eas. (39), 
(40), (74), and (75), we see that the vanishing of the sum 
in Eq. (77) implies that the IJIr ,,; are contained in 
S3/_3(zero). But this possibility is contrary to our as­
sumption. Thus, using Eq. (6) and the fact that not all 
components of cf> vanish, we see that Eq. (77) is equiv­
alent to the equation 

(78) 

That is, the I; form the components of a three-dimen­
sional vector transverse to $. It follows that two 
zputually orthogonal vectors spanning S~ (r) n S3/_1 (AN = 0; 
cf» are given by 

'1>";($) =611}(tf,)lJIr "j, (79) 
j 

where i = 1 or 2 and the 17;~¢) are two mutually orthogo­
nal vectors both orthogonal to $. 

~ vector in S~(r)n S3/_2(AM= 0; $) is obtained by setting 
M(cf»1JI = 0 in Eq. (76). Using arguments similar to those 
in the preceding paragraph, we find that now the I; must 
form the components of a vector parallel to $. Thus, a 
general vector in S~(r)n S3/_2(AM=0;$) is of the form 

0"($) =k6 cp.lJlr ,,; (80) 
ii' 

where k is some number not equal to zero. For con­
venience assume that the IJIr ,,; are normalized. The 
scalar product of 0" ($) with either '1>"; (tf,) is easily 
seen to be 
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Thus, we have proved that any vector in S~(r) 
nS3f_l(AN= 0; tP) is orthogonal to S~(r)n S3f_2(AM= 0; tP), 
and Theorem I is established. 

As was stated in Sec, V, the general development in 
this paper is carried out under the assumption that ac­
cidental degeneracies (as defined in Sec. V) are not 
present. However, it is clear that Theorem I remains 
true even if such accidental degeneracies occur, All of 
the branches considered above approach definite frequen­
cies [that is, the eigenvalues of~ CO(tP) to which the +O(tP) 
correspond are independent of rp]. If additional degen­
eracies appear between certain branches, we must re­
place these branches by new branches whose long-wave­
length eigenvectors are linear combinations of those of 
the original branches. However, the corresponding 
eigenvalue of CO(tP) remains tP-independent and all of the 
new branches approach the same definite, <f)-independent 
frequency. 

We summarize the work in this section as follows. 
For the lattices considered in this section, all of the 
values of AO approached by the various branches of the 
dispersion relations will be either eigenvalues of A or 
of A'. If 3f- q branches have eigenvectors lying in 
S(nonpolar), then the corresponding eigenvalues AO of 
CO(¢) will be common eigenvalues of A and A'. The cor­
responding long-wavelength lattice vibrations will 
produce E = D = P = O. The remaining branches will have 
long-wavelength eigenvectors lying in S(polar). Of 
these, iq branches will approach values of AO which 
are eigenvalues of A for eigenvectors of A lying in 
S(polar). The corresponding long-wavelength lattice 
vibrations produce E = O. The remaining tq branches 
approach eigenvalues of A' for eigenvectors of A' lying 
in S(polar). The corresponding long-wavelength lattice 
vibrations produce D = O. 

IX. ALTERNATIVE PROOF OF THEOREM I. THE 
MATRIX Q(R) 

In Ref. 1 and in Lemma V, it is stated that a neces­
sary and sufficient condition that all branches of the dis­
persion relations for a lattice approach definite fre­
quencies as rp approaches zero is the existence of a 
unitary matrix Q(R) satisfying Eq. (24), for all R E: 0(3). 
Theorem I implies that such a matrix exists for all 
lattices whose point groups belong to the regular sys­
tem. Once the matrix Q(R) is determined, the eigen­
vectors of CO(tP) can be determined for all ¢ by deter­
mining the eigenvectors of CO(tPo) for one convenient 
tPo only. For if the 'It0n(¢o), with n = 1,2, ... ,3f, are a 
set of mutually orthogonal eigenvectors of CO(<f)o), then 
the Qt(R)'It°n(¢o) provide a mutually orthogonal set of 
eigenvectors of CO(RtPo) for all R E: 0(3), 

In the remainder of this section, we show how the 
matrix Q(R) can be constructed once the eigenvectors of 
A are determined. Our construction of course consti­
tutes an alternative proof of Theorem I. Denote the 
members of a complete, orthonormal set of eigenvec­
tors of A by iIt"ai. Here J.l and i are integers which in­
dicate that 'It"ai belongs to a set of eigenvectors of A 
which transform among themselves under the T(O, R) 
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according to the /-lth irreducible representation of the 
point group and that 'It"ai belongs to the ith row of that 
irreducible representation. There may be several such 
sets of eigenvectors and a distinguishes among them. 
We order the 'It"ai in lexigraphical order and assign the 
largest value of J.l to the r representation. Assume that 
the r representation occurs nr times in the reducible 
representation {T(O, R)}. 

Transform CO(tP) =A+ (47Ta3/va)N(¢) to the 'It"ai basis. 
If we denote the transformed CO(¢) by CO(tP), then CO(¢) 
=utcO(tP)U=A+(4JTa3/va)N(¢), where U is the unitary 
matrix each of whose columns consists of the elements 
of one of the 'It"ai (with the J.lai arranged in lexigraphical 
order beginning with the first column). First consider 
the form of A = UtAU. It is, of course, diagonal. More 
explicitly, it has the following form: 

I 
a111 I 

a2~ I 
I 
I 0 

o I 
_~mI",l_ 

I f31 I 
A= o 

I ~I 

I 
o I 

o 

(81) 

In the above matrix aj, a2, ••• , am and f3j, f32, ••• , f3 nr are 
the eigenvalues of A. The quantities It, ~, ... , I", are 
unit submatrices which are either one-, two-, or three­
dimensional. The unit matrices I occurring in the lower, 
right-hand, 3nr x3nr block are three-dimensional since 
r is a three-dimensional irreducible representation. 

Next consider the form of N(¢) = utN(¢)U. Its ele­
ments are given by 

N. .('#;) = 'ItvaitN(.J:.)'ItWKj 
vat, WI(J 'Y 'f'. (82) 

It follows from Lemma xvn that these elements vanish 
unless both I' and ware the irreducible representation 
r. Thus, the matrix N(tP) has nonzero elements only in 
the lower, right-hand 3nr X3nr block. We now calculate 
the values of the elements in this block. Using Eqs. (5) 
and (72), we obtain 

'ItraitN( tP)'ItrKj 

= 0 Z~Zv(J.l~J.lvrl /2'ItiaitL(tP)'It~Ki 
10., v 

= 0'6' ZTZw(J.lTJ.l,yl/2 6 'ItiaitL(<f» 6 'It~Kj. (83) 
T W ).ZT ,,;::w 

Then applying Eq. (74), we find that 

Nrai,rK/¢) 
"',,, -1/2 r* r (~ =0 0 Z~W(J.lTJ.lW) c T (a)cw(K)Lij rp). 

T W 

(84) 

Let R be any element of 0(3). Using Eq. (10), we find 
that 

N rai, rKj(RtP) 

= 0 R i /r/6' Z~w(J.lTJ.lwtl /2c~*(a)c~(K)Llm(<f») (Rt)mj 
l,m ~T w 
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(85) 

Construct the unitary matrix Q(R) defined as follows: 
I 

I I 0 
Q(R) = - - - - - - - -

I R 
I 
I R 0 
1 

0
1 
1 

I 
I 

o 

R 

where I is the (3f - 3nr) x (3f - 3nr) unit matrix. It 
follows from Eq. (81) that 

Qt (R)AQ(R) = A. 

(86) 

(87) 

Further, using Eq. (85) and the discussion following Eq. 
(82), we see that 

Q(R)N(¢)Q(R) = N(R~). (88) 

Thus, for all RE 0(3), 

CO(R~) = Qt (R)CO(~)Q(R)o 

Finally, we obtain the equation 

CO(R~) = Qt(R)CO(¢)Q(R), 

where 

Q(R) = UQ(R)Ut . 

(89) 

(90) 

(91) 

We summarize these results. To construct the 
matrix Q(R) in Eq. (24), first construct the matrix U 
whose columns are the eigenvectors of A ordered as 
described earlier in this section. Then write down the 
matrix Q(R) defined by Eq. (86). The unitary matrix 
Q(R) is then obtained from Eq. (91). If the eigenvectors 
iJIon(j)o) of CO(~J!) ar: determined, the eigenvectors of 
CO(¢) for any ¢ = R¢o may be obtained from the equation 

q.On(R~o) = Qt(R)iJIOn(¢o). (92) 

X. LATTICES WHOSE POINT GROUPS DO NOT 
BELONG TO THE REGULAR SYSTEM 

Recall that in Sec. VII the nonregular point groups 
are divided into Types I, II, and III. The following the­
orem is proved in the first part of this section: 

Theorem II: Consider an ionic lattice in the point ion 
approximation. Assume that the point group G for the 
lattice does not belong to the regular system and that no 
accidental degeneracies exist in the eigenvalues of A, 
A', or CO(~). 

a. If the point group is of Type I, then the number of 
branches of the dispersion relations which do not ap­
proach definite frequencies as ¢ approaches zero is 
equal to the dimension of the subspace 5(polar). 

b. If the point group is of Type II [Type III], then the 
following is true. Let rand m be the number of inde­
pendent eigenvectors of A lying in 5(polar) and trans­
forming according to D(Z) and D("~) [D(")], respectively. 
Then the number of branches of the dispersion relations 
which do not approach definite frequencies as ¢ ap­
proaches zero is equal to r + m/2 where r + m/2 ?- 2. 
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To prove the theorem, let q be the dimension of 
5(polar) (where clearly q?: 3). Then, by Lemma I, 
(3f- q) branches of the dispersion relations approach 
definite frequencies in the long-wavelength limit. Thus, 
we need conSider further only those q branches whose 
eigenvectors are linear combinations of eigenvectors of 
A spanning 5(polar). By Lemma XVII these eigenvectors 
of A will belong to irreducible representations of the 
point group to which x, y, or z belong. If any such 
branch is to approach a definite frequency it must 
satisfy the conditions of Lemma XVI. Tha~ is, either its 
long-wavelength normal mode vectors iJIo(¢) lie in 
53{,_1.(AN.=~; $) for all ~ ~r its norr;:tal mode eigenvectors 
iJI (¢) he m 53/ _2 (AM = 0; ¢) for all ¢. 

The irreducible representations of the point groups 
not belonging to the regular system are at most two­
dimensional even when time reversal invariance is con­
sidered. It follows from the preceding paragraph and 
from Lemma XIV that none of the branches of the dis­
perSion relations with eigenvectors in S(polar) have 
eigenvectors iJIo(~) which lie in S3/_2(AM = 0; $) for all $. 
Thus, in the following, we need only consider the possi­
bility of the iJIO($) lying in 531- 1 (AN = 0; $) for all $. 

First conSider lattices with point groups of Type 1. 
Such point groups have only one-dimenSional, real, 
irreducible representations. It follows from Lemma ;-: '/ 
and the above discussion that for such lattices none 01 

the dispersion relations whose eigenvectors lie in 
5(polar) approach definite frequencies in the long-wave­
length limit. Thus, part a of Theorem II is established. 

Next consider lattices whose point groups are of Type 
II [Type III]. By Lemmas XV and XVII the only invariant 
subspaces of eigenvectors of A lying in S(polar) which 
can contain eigenvectors iJIO(¢) of CO($) lying in 
53/- 1 (AN = 0; $) for all $ are the two-dimensional sub­
spaces spanned by eigenvectors transforming accord­
ing to n(XY) [n(·)l. Each such two-dimensional subspaee 
will contain at least one set of such lJ!0($) since its in­
tersectio~ with S3/_1 (AN = O;~) is at least one-dimensional 
for each ¢. However, such a two-dimensional invariant 
subspace cannot contain two independent sets of eigen­
vectors of CO(¢) lying in 53/_1 (AN c= 0; $) for all $. For, if 
it did, the invariant subspace would lie in .)3/_1 (AN ~ 0; 1)) 
for all $ and thus be contained in S3f_3(zero), contrary 
to our assumption. Thus, if r independent eigenvectors 
of A transforming according to D(Z) and m independent 
eigenvectors of A transforming according to Dtxy) [D(±)l 
lie in S(polar), then m/2 corresponding branches of the 
disperSion relations approach definite frequencies in the 

long-wavelength limit and r + 111/2 do not. By Lemma 
XVII r=l 2 3··· and 111=2 46 '" Since1'tll/>3, 
we s~e that; + :n/2?: 2. ",. 

The above completes the formal proof of Theorem II. 
In the following we analyze the long-wavelength normal 
modes for crystals with point groups of Types II and III 
in greater detail. 

We first consider crystals whose point groups are of 
Type II and determine the form of iJIo($) for a branch of 
the dispersion relations which lies outside of Sol_3(zero) 
but which approaches a definite frequency. Let lJ!(Xyji 

(i = 1 or 2) be eigenvectors of A which transform among 
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themselves according to the first and second rows of 
n(XY). respectively, and which are related by Eq. (44). 
A general vector in the invariant subspace spanned by 
the >It(XY); is of the form 

(93) 

From Eq. (35) we see that the condition that >It(XY) lies in 
S3t-l (AN = 0; ~) is that N(~)>It(XY) = O. Applying this condi­
tion together with Eqs. (5), (14), (15), and (72), we ob­
tain the equation. 

(94) 

Using Eqs. (42), (44), (59), and (70), and a procedure 
similar to that used in deriving Eq. (74), we find that 

[
OilJ ~ >It(xy); = C (xy) ° 

'-1 K T iZ, 
K~T 0 

(95) 

where 

c~''Y) = '0 (f~fYH. 
K::::1' 

(96) 

It follows from Eq. (94) and (95) and the fact that not all 
Zv vanish that 

(97) 

The vanishing of the first factor on the left of Eq. (97) 
would imply that +(XY) E S3f_3(zero), contrary to our as­
sumption. Thus, the second factor must vanish. In 
order that it vanish for all~, we must set a1 =kcf>2 and 
a2 = - kcf>1 where k is a proportionality factor. Thus, the 
normalized eigenvectors of Co(~) which lie in S3f_l(AN 
= 0; 4» for all ~ have the form 

>It 0a ($) = (cf>1 2 +cf>2 2t 1/ 2(cf>2(f(XYl1_ cf>1>It(xY)2), (98) 

where >It(xyl1 and >It(xY)2 are normalized. For lattices 
whose point groups are of Type II, Eq. (98) gives the 
general form of the normal mode eigenvectors for those 
branches of the dispersion relations which approach 
definite frequencies and whose normal mode eigenvec­
tors lie in S(polar). 

We note that for the particular values ~ = (0,0, ± 1), 
the two-dimensional invariant subspace is contained in 
S3f_l(AN" 0; ¢). For these values of ¢. the branch of the 
dispersion relations becomes degenerate with another 
branch (one not approaching a definite frequency), and, 
as a result, the eigenvector (f0a(¢) given by Eq. (98) 
becomes indeterminant for ¢ = (0,0, ± 1). This degenera­
cy is required by symmetry from an analySis of G(¢), 
the group of the direction of ¢, when ¢ = (0, 0, ± 1). 

The normalized vector in the two-dimensional invari­
ant subspace orthogonal to >It'04(cP) is given by 

>It0b(~) = (cf>1 2 + cf>22tl/2(cf>I>lt'(xYH + cf> 2>It(Xy)2). (99) 

The eigenvectors for branches not approaching definite 
frequencies can be constructed as linear combinations of 
the >It0b(¢) (one from each two-dimensional invariant 
subspace) and of eigenvectors of A belonging to n(z) and 
lying within S(polar). 
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Next consider crystals whose point groups are of Type 
III. Let >It'(+) and >It'(-) be eigenvectors of A, lying within 
S(polar), corresponding to the same eigenvalue, and 
transforming according to n(+) and n(->, respectively. 
These vectors span a two-dimensional subspace in­
variant under the operations of {T(O, R)} and time re­
versal. Since A is real, we choose 

(100) 

A general vector in the two-dimensional subspace has 
the form 

(101) 

To determine the form of the >It'°(cP) for a branch ap­
proaching a definite frequency, set N(¢)>lt' = O. Applying 
Eqs. (5), (14), (15), and (72), we find that the latter 
condition reduces to 

(102) 

Using Eqs. (43), (64), (70), and (100), we obtain the 
result 

(103) 

where 

C(T) =t 6 (>It'~r) +i>It~2». 
~"'T 

(104) 

Define the quantity 

c="B' ZTiJ.;1/2c(T). (105) 
T 

Then, using the fact that all of the Zv are not zero, we 
reduce Eq. (102) to the equation 

L(+aH}c.a_[~Jo. (106) 

One way to satisfy Eq. (106) is to set Ca+ + C*a_ = 0 and 
Ca+ - C*a_ = 0. Since both a+ and a_ cannot vanish, the 
latter two equations hold only if C = 0. But it is easily 
shown that C = ° implies that (f($) lie in S3f_3(zero), con­
trary to our assumption. To find solutions outside of 
S3f_3(zero), we use Eq. (6) to reduce Eq. (106) to the 
single equation 

(107) 

Let (1, e, cp) be the spherical coordinates of ¢ in cf>­
space. Then Eq. (107) reduces to 

siner Ca+ exp(- irp) + C*a_ exp(icp)]" 0. (108) 

The latter equation is satisfied for all 4> if and only if 

a+ = k exp(icp)C* 

and (109) 

a_ = - k exp(- icp)C, 

where k is a factor of proportionality. Thus, if a branch 
of the dispersion relations approaches a definite fre­
quency and its normal mode eigenvectors >It'0(¢) lie in 
S(polar), then the eigenvectors must be of the normal­
ized form 
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where >lI<') is assumed normalized. 

From Eq. (108), we see that when e = 0 or rr [that is, 
~= (0 0 ± 1)] the two-dimensional invariant subspace is 
cont;in~d in 53/ - 1 (AN = 0; ¢). The branch under considera­
tion then becomes degenerate with another branch (one 
not approaching a definite frequency), and as a result 
>lI0a(~) as given by Eq. (110) becomes indeterminant. 
Again this degeneracy is required by symmetry from an 
analysis of G($). 

The normalized vector in the two-dimensional invari-° A ant subspace orthogonal to >lI a(cf» is 

>lI0b($) = ~ [C* exp(icp)>lf(+) + C exp(- icp)>lI<+)*). 
v2 I CI (111) 

The normal mode eigenvectors for branches not ap­
proaching definite frequencies are linear combinations 
of the +Ob($) (one from each two-dimensional invariant 
subspace) and eigenvec'tors of A belonging to D(Z) and 
lying in 5(polar). 

To summarize we state the following. For lattices 
whose point groups are of Type I, only those branches 
of the dispersion relations whose corresponding normal 
mode vibrations produce P = 0 (and thus E = D = 0) ap­
proach definite frequencies in the long-wavelength limit. 
In the case of lattices whose point groups are of Types 
II or ITI, those branches of the dispersion relations 
which produce P = 0 approach definite frequencies. In 
addition, definite frequencies will be approached by 
branches producing E = ° and P"* O. For lattices consid­
ered in this section, there will be no branches with P"* 0 
and E "* 0 which approach definite frequencies. 

XI. CONCLUDING REMARKS. POLARIZABLE ATOMS 

This paper completes the mathematical theory intro­
duced in Ref. 1. Our analysis has been limited to the 
rigid-ion model. We have done little work with crystals 
with deformable or polarizable atoms. However, by 
referring to Sec. VI. 5 of Maradudin, Montroll, Weiss, 
and Ipatova (Ref. 4), we can immediately obtain some 
idea of the additional complications imposed by the 
existence of such atoms. 

In the above reference, the long-wavelength normal 
mode eigenvector equations appropriate for lattices 
with polarizable and deformable atoms are derived using 
a phenomenological approach. The eigenvector equations 
are given by Eqs. (6.5.34), (6. 5.37), and (6.5.38) of 
Ref. 4. The long-wavelength dynamical matrix appear­
ing in these equations depends upon the effective trans­
verse electric charges f",(K) and upon the susceptibili­
ties X:v which relate the macroscopic electric field to 
its contribution to the polarization. 22 

Using Ref. 4, we immediately find one special case 
where the presence of deformable and polarizable atoms 
affects nothing of substance in this paper. This is the 
case where the deformabilities and polarizabilities of 
the atoms are isotropic, that is, where, 
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(112) 

and 

(113) 

(Note that we have never restricted the ZK to integral 
o A 

values. ) In this case, we need merely replace C (cf» as 
given by Eq. (3) with 

a3 1 A 

CO($)=A+4rr---;;; N(cf», (114) 
va EL 

where E~ (the longitudinal, optical frequency dielectric 
constant) is independent of $ and is given by 

(115) 

Thus, we need merely replace the constant 4rra3/va with 
the new constant 4rra3/(VaE~) everywhere in this paper. 
Since the particular value of 4rra3/va enters into none of 
our arguments, nothing of substance is changed. 

However, it is clear that a more general formalism 
than that presented in this paper and Ref. 1 is required 
to deal with lattices for which either of Eqs. (112) or 
(113) fails to hold true. If Eq. (112) is true and Eq. 
(113) is false, then CO(¢) is still given by Eq. (114). 
NOW, however, E~ is ¢-dependent. As a consequence 
much of the formalism developed in this paper breaks 
down. For example, Lemmas I and II remain true. How­
ever Lemma ITI must be modified, for now the branch 
of th~ dispersion relations whose long-wavelength nor­
mal mode eigenvectors are the +In(¢) approaches the 
$-dependent frequency corresponding to "a + 4rra3

/ 

[VaE~($)]. Similarly, Lemma IV muAst be modifie'!.. We 
find that the condition that N(cf> )+O(cf» = 0, for all cf>, re­
mains a sufficient condition that a branch of the disper­
sion relations approaches a definite frequency, but the 
condition M($)>lI°(¢) = 0, for all ¢, is no longer suffi­
cient. Clearly much of the remaining work must be 
changed. If the condition of Eq. (112) is relaxed, then 
Eq. (114) is no longer true and the mathematical theory 
of this paper and Ref. 1 is not applicable. Finally we 
point out that Eq. (113) is required by symmetry to hold 
for all lattices whose point groups belong to the regular 
system. A sufficient condition that Eq. (112) hold for 
such lattices is that O(K, Fo(v, R» = 0KV for all K, v, and 
R of the point group. 

To summarize, we state the following. The work in 
this paper remains applicable to lattices with deforma­
ble and polarizable atoms provided the deformabilities 
and polarizabilities are isotropic. If they are not 
isotropic, then a more general mathematical formalism 
is required. 

APPENDIX A 

The proof of Lemma XV is the following. The condi-A A A 0 A 

tion that >lf0(cf» lies in S3/_1(AN=0;cf» is N(cf»+ (cf»=0. 
Using Eqs. (5), (7), (8), and (9), and the fact that not all 
Zv vanish, we see that the latter condition is equivalent 
to 

6 ZdJ.;1/2>lf2(¢) =q(¢)~(~), (Al) 
K 

where q(t$) is some number not equal to zero and 
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~t ($)$ = O. Note that here ~($) may be complex. Its 
most general form is ~($) = Ql~(1)(~) + (\'2~(2)($) where 
~(1)($) and ~(2)($) are independent, real vectors trans­
verse to ~, and (\'1 and 0!2 are complex numbers. 23 [The 
caret in ~(~) indicates that ~t (~)~($) = 1. ] We refer to 
the three-dimensional space containing the ~(,p) as com­
plex ¢-space. However, the symbol ~ will continue to 
stand for a real unit vector. Any three, linearly inde­
pendent (real) ~(j) (i = 1, 2, or 3) span complex ¢­
space. Consider the corresponding set of three vectors 
{~($(i»)}. From this set, it must be possible to select 
two vectors which are linearly independent of each 
other. Otherwise any member of the set would be 
orthogonal to each of the ,p(n, contrary to the fact that 
complex ¢-space is three-dimensionaL 

It follows that, given any ~(a), there exists a ~(b) such 
that ~(~(a» is linearly independent of ~(~(b». It then 
follows from Eq. (A1) that 1:. Z.J.1.;1 !2v2(~(a» and 
1:. Z.J.1.;1 !2v 2( ~(b» are linearly independent vectors in 
complex ¢-space, and, therefore, vO(~(a» and VO(~(b» 
are linearly independent in S3j(total). Thus, we have 
shown that the VO($) for the branch span a subspace of 
at least two dimensions. The vO($) are all eigenvectors 
of A corresponding to a common eigenvalue A = AD. Since 
we are excluding accidental degeneracies from con­
sideration and none of the irreducible representations of 
the point groups G are greater than three-dimensional, 
the space spanned by the VO($) for the branch is either 
two- or three-dimensional. 

APPENDIX B 

Consider a branch of the dispersion relations whose 
VO(~) are contained in S(polar) and which approaches a 
definite frequency in the long-wavelength limit. Here we 
show that it is not possible that the VO(~) are elements 
of S3/_1 (AN = 0; $) for some (but not all) ~ and are ele­
ments of S3/_2(AM = 0; $) for the remaining $. 

Suppose that such a branch were to exist. Let vO($(a» 
and VO(~(b» be eigenvectors of the branch where vO($(a» 
E S (, - O· ;;(a» and -q,0(;;(b» E S (A - O· .r(b» Let AD 3/-1 AN - ,'I' 'I' 3/-2 M - ,'P • 
be the $-independent eigenvalue of CO(f) for the branch. 
Since N($(a»-q,o(~(a» = 0 and M(~(b»VO(rp(b» =0, we see 
from Eqs. (3) and (34) that 

Ailt0($(a» = AOvO($(a», (81) 

and 

{A + (41Ta3/va)[N($) + M(~) ]}VO(~(b» = A°ilt°(~(b». (B2) 

A simple calculation shows that 

(B3) 

and from Eqs. (27) and (51) we immediately obtain the 
result 

According to Eqs. (49) and (Al), 

'0 1~/2 v~($(a» =q(~(a»~(~(a» 
v ,.-v 
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(B4) 

(B5) 

and 

where q(~(a» and k($(b» are nonvanishing numerical 
factors. It follows from Eq. (B4) that 

$(b)t~($(a» = O. (B7) 

Thus, ~(b) and ~($(a» must be orthogonal. 

In Appendix A we defined the term complex ¢-space. 
If the type of branch under consideration is to exist, 
then the ~ for which ilt°($) E S3/_2(AM = 0; $) must either 
span complex ¢-space or span a two-dimensional or a 
one-dimensional subspace of complex ¢-space. We con­
sider each of these three cases in turn. 

Suppose that there exist VO($) E S3/_2(AM = 0; ~) for 
three linearly independent vectors $(1), 4>(2), and ~(3) 
in complex rb-space. Then for no $ can ~(~) satisfy Eq. 
(B7) for every $(i) (i = 1, 2, or 3), and ilt°($) E S3/_2(AM 
= 0; $) for all $. 

Next assume that VO(~) E S3/_2(AM = 0; ~) for just two 
linearly independent values of~, say $(1) and $(2). Then 
the ~($) for those ilt°($) E S3/_1 (AN = O;~) must be orthogo­
nal to the ~(1)_~(2) plane. Consi~er ~(3) orthogon~l to 
the $(1)_$(2) plane. Clearly ilt°(rp(3»ES3f-1(AN=O;rp(3») 
since ~(3) is linearly independent of ~(1) and ~(2). But 
1i(~(3» lies in the ~(!)_~(2) plane. We are led to a con­
tradiction and conclude that this case cannot occur. 

A A A A(3) 
Finally assume that 'li0 (rp) E S3/_2 (AM = 0; rp) for rp = ± I/> 

(for one particular ~(3» and for no other $. Then 'li0 ($) 
E S3/_1 (AN = 0; ~) for all ~ *- ± ~(3) and the corresponding 
~(~) in Eq. (B5) lie in the plane in complex cjJ-space 
orthogonal to $ (3). In the following paragraphs we prove 
that the preceding sentence implies that 'li0 ($) c: S3/_1 (AN 
= 0; $) for all $, and we obtain a contradiction. Thus, 
this final case cannot occur. Therefore, we have com­
pleted the proof of Lemma XVI. 

To prove the above statement [that 'li 0($) E S3/_1 (AN = 0; 
$) for all rp] consider the following hypothetical situa­
tion. We are given that a branch of the disperSion rela­
tions approaches a definite eigenvalue AO of CO($). 
Further, the 'li0($) for the branch lie in S(polar) and are 

A . A A(3) 
elements of S3/_1 (AN = 0; rp) except possIbly for rp = ± I/> 
(for one particular $(3». Finally, we are given that, for 
each $*-±$<3l, ~($) in Eq. (B5) lies in the plane in com­
plex ¢-space orthogonal to ~(3). Notice that, for $ 
=± $(3) ~($) is well defined to within a phase factor 
since it is orthogonal to both $ and $(3). In the re­
mainder of this section we prove that 'li0(± $(3» 
c: S3/_1 (AN = 0; ± $(3». 

Choose ~(1) and c$(2) such that neither equals ± ~(3) and 
~($(1) and ~($(2» are linearly independent. (Our dis­
cussion in Appendix A shows that the above choice is 
always possible. ) Then VO($(1) and 'li0($(2» are linearly 
independent vectors in S3f(total). First we show that for 
c$ *- ± ~(3) any VO(c$) of the l>ranch can ~e constructed Aas a 
linear combination of 'li0(rp(1) and 'li0(rp(2». For all rp, 
the 'li0($) are eigenvectors of A corresponding to the 
eigenvalue AD. Thus, a general VO($) for the branch 
($ *-± ~(3» is of the form 

J.A. Davies and C. L. Mainville 1170 



                                                                                                                                    

(B8) 

where the f,($) are numbers, and either 0,($) = 0 or 0,($) 
is linearly independent of ~0($(1») and ~0($(2») and is an 
eigenvector of A corresponding to the eigenvalue ~u. We 
now show that 0,($) = O. Applying Eq. (Al) to ~O($), 
~O($(j)), and ~0($(2») in Eq. (B8), we obtain the result 

f1 ($)q($(j)ij($(j)) + f2($)q(~(2»~(~(2» 

+ 6 ~'!2 0,.($) = q(~)ij(~) (B9) 
• 11. 

Since ~($) lies in the n($(j))-~($(2)) plane, '1. Z.Il;1 /2 

xo,.($) must be a linear combination of 17($(1») and 
17($(2». Thus, applying Eq. (Al), we find that 

6 (zJ Il! /2)[0,.($) - C1 ($)~2($(1» - c2($)~2($(2»)] = 0, 
• 

(B10) 

where c1 ($) and C2($) are numbers. Let e(~) = 0,($) 
- c1 ($)~O($(j)) - C2($)~0($(2»). Equation (B10) implies 
that e(~) lies in S3/_3(zero). But either 6($) = 0 or it is 
an eigenvector of A corresponding to the eigenvalue ~o. 
The latter possibility violates Lemma XI and we con­
clude that 6($) = o. But then 0,($) = C1 ($)~0($(1» 
+C2(~)~0($(2»). We have stated that either G($) is 
linearly independent of ~O($(j)) and +,0($(2» or 0,($) = O. 
Clearly, 0,($) = O. 

Thus, for any ~*± $(3), 

(Bll) 

Again applying Eq. (Al) to +O(~), ~($(j)), and ~0($(2»), 
we obtain 

(B12) 

where 

(B13) 

and 

(B14) 

In Eq. (B12), the term 1- l~t($(j))~($(2)) 12 is nonzero 
by the Schwartz inequality. If ~O($(j) and ~0($(2») are 
given, Eq. (B12) determines +0($) for any $*±$(3) to 
within a numerical factor q($). [The undetermined phase 
factor in n($) can be absorbed into q($).] 

The behavior of the branch at ~ = ± $(3) is determined 
by extending Eq. (B12) to include these points. The vec­
tors ~O(± $(3») are not well defined since the n(± $(3») 
are only restricted to lie in the plane in complex cf>­
space orthogonal to $(3). As n($(3») circles about the 
$(3) direction, VO($(3») as given by Eq. (B12) sweeps 
out a two-dimensional subspace S2 of S3/(total). This 
fact presents no difficulties. It merely shows that at 
$ = ± $(3) the branch under consideration becomes de­
generate with another branch of the dispersion rela­
tions. At $ =± $(3) the eigenvectors for the branches 
meeting at $ = ± $(3) are vectors lying in S2' But all vec­
tors in S2 are contained in S3I_1 (AN = 0; ± $(3». Thus, all 
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eigenvectors +0($) for the branch under consideration 
lie in S3/_1 (AN = 0; $). 

We conclude by noting that the hypothetical situation 
considered above does occur in the case of the branches 
of the dispersion relations analyzed in the latter part of 
Sec. X. 
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Exact results in quantum many-body systems of interacting 
particles in many dimensions with S U (1 , 1) as the 
dynamical group 
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We consider a class of system of N interacting particles in any dimension-the potential includes a 
quadratic pair potential and an arbitrary translation-invariant position-dependent potential that is 
homogeneous of degree - 2. The group S U(I ,I) is the dynamical group for the Hamiltonian. 
We illustrate the significance of the Casimir operator in relation to the separation of variables 
method; obtain a series of eigenfunctions that transform under the unitary irreducible representations 
of S U( I ,I) labeled by the ground state energy; indicate the structure of arbitrary eigenfunctions; 
and specify when the complete energy spectrum is linear. We treat N -body examples which include 
two- and three-body forces. For N identical particles in one dimension interacting with a quadratic 
pair potential and an inverse square pair potential, we exhibit a series of eigenfunctions characterized 
by four quantum numbers. These eigenfunctions reduce to the complete set of eigenfunctions for five 
particles. We indicate how a complete set of eigenfunctions for N particles are obtained. 

I. INTRODUCTION 

The study of exactly solvable nontrivial quantum sys­
tems of N interacting particles proceeds with the hope 
that the systems have some general characteristics in 
common with real systems, Also, exact results are 
crucial in estimating the accuracy of some of the ap­
proximation techniques used, for example, in statisti­
cal mechanics or nuclear physics, 

Consider the system of N interacting identical parti­
cles characterized by the Hamiltonian 

(1.1) 

where r i is the s-dimensional coordinate of the ith 
partic Ie, and r I J = r I - r J; Pi is the s -dimensional mo­
mentum of the ith particle; m is the particle mass; and 
w is the frequency, The potential V~ is position-depen­
dent, translation-invariant, and homogeneous of degree 
-2. There is no restriction on the dimension s, unless 
specified, Some examples of the potential V~ are 

{O 
]V 1 

V~ =X1 .0 2" 
1 />j=1 r ij 

(two body), 

(three body), 

tv 

.0 
j>e=l 

rlk'rje (fourbody), 
r~kr~e 

Uj*k 
i*e*k 

2 1 r-­-N 

where XI (I"" i "" 4) are constants, 

(L2) 

(1. 3) 

(1.4) 

(1.5) 

The universal covering group of 5U(1, 1), i.e., 
5U(1,1), forms the noninvariance or dynamical group 
of the class of systems governed by Hamiltonian (1.1). 
The eigenvalue of its only Casimir operator completely 
determines the energy spectrum. The Hamiltonian is a 
generator of its Lie algebra1

; thus, the Lie algebra is 
referred to as a spectrum generating algebra. 
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One purpose of this paper is to give a concrete exam­
ple of the role of a noncompact group in solving a many­
body Schrodinger equation in many dimensions, This 
provides a splendid opportunity for those unfamiliar with 
noncompact groups to gain insight into the power and 
elegance these groups display in physical applications. 
So in Sec. II, we discuss the spinor group 5U(1, 1) and 
its covering 5U(1, 1) with some of the necessary back­
ground and perspective. In Sec. III, we prove a theorem 
on the significance of the Casimir operator in relation 
to the separation of variables method, justify the 
restrictions on the potential V~, and give some examples. 

Calogero and Marchioro2 considered a system of N 
interacting particles in three dimensions consisting of 
distinguishable particles or bosons. The Hamiltonian 
they treated is (1,1) with a specific linear combination 
of the potentials V~1 (1. 2) and V~2 (1,3) for V~, Theyex­
hibited a subset of completely symmetric eigenfunctions 
including the ground state and the corresponding energy 
eigenvalues. In Sec, IV, we obtain these results in any 
dimension as a consequence of the group theoretical 
approach, 

We prove that the complete energy spectrum of the 
Hamiltonian (L 1) is linear if Vx does not contain the 
potential V X4 (1. 5) as a term. In addition, we indicate 
the structure of arbitrary eigenfunctions, 

The N-body system in one dimension with the 
Hamiltonian H(1, 1) and potential V~1 (L 2) has been 
solved completely by Calogero 3 for the case of two par­
ticles (N = 2) and the case of three particles (N = 3), 
For the case of N particles, he4

•
5 exhibited the eigen­

function of the ground state, the complete energy spec­
trum, and a series of eigenfunctions for the excited 
states. The energy spectrum is independent of the sta­
tistics (Bose, Fe rmi) which the particles satisfy, In 
addition, it coincides except for a constant shift of all 
energy levels to the energy spectrum of the correspond­
ing problem with just the harmonic forces, i.e" an 
(N -I)-dimenSional harmonic oscillator, This important 
correspondence provided one reason for Calogero5 to 
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su~~est the possibility of an underlying group structure 
in the solution of this N-body problem. Perelomov6 

showed that the Hamiltonian is a generator of the Lie l 

algebra of SO(2, 1). He exhibited a series of eigen­
functions of the N-body case characterized by three 
quantum numbers. These eigenfunctions reduce to the 
complete set of eigenfunctions for four particles. The 
eigenfunctions of the multidimensional harmonic oscil­
lator can be expressed in terms of energy raising ope­
rators acting on the ground state; so, Perelomov ex­
pressed the eigenfunctions of this one-dimensional 
Calogero problem in terms of energy raising operators 
acting on the ground state. A necessary condition for 
the existence of these eigenfunctions is that the raising 
operators mutually commute. Perelomov verified this 
explicitly for each pair of raising operators. We gen­
eralize the method of Perelomov and exhibit a series 
of eigenfunctions for the N body case characterized by 
four quantum numbers. These eigenfunctions reduce to 
the complete set of eigenfunctions for five particles. We 
also express the eigenfunctions in terms of raising 
operators acting on the ground state; but, we provide 
a more general proof that the raising operators mutual­
ly commute. 

II. THE SPINOR GROUP SU(1, 1) AND ITS 
UNIVERSAL COVERING GROUPSU(1, 1) 7 

A representation of a dynamical group (in general a 
noncompact group) of the Hamiltonian determines the en­
ergy spectrum and energy states including the degen­
eracy of the levels; Whereas, a representation of a sym­
metry group usually determines just the energy states 
for a given energy. The noncompact group SU(1, 1) is the 
dynamical group for the Hamiltonians considered in this 
paper. 

A Lie group is noncompact if and only if at least one 
of its parameters varies over an infinite range. The 
noncompact Lie group SU(1, 1) is the group of all two­
dimensional complex matrices g(OI, (3) of the form 

(2.1a) 

where 01 and f3 are complex parameters, and 

(2.1b) 

The matrices g(OI, (3) correspond to conformal trans­
formations of the unit circle's interior into itself, given 
by 

(2.2) 

where z' and Z are complex variables. In addition, 
SU(1, 1) is the group of linear transformations on two 
complex variables Zl and Zl leaving the quadratic form 
1 Z 11 2 - 1 Z 21 2 invariant, Leo, 

g(OI,{3) (;1) = (;!) with IZll2 _I z21 2= IZfl2 _I Z~12. 
2 2 (2.3) 

All local properties of a Lie group can be described 
in terms of its Lie algebra. We can characterize the 
group element g(0/, (3) by three independent real param­
eters since the complex parameters 01 and i3 are re­
stricted by (2.1b). Thus, the Lie algebra has three gen-
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erators; the generators 110 12 , and 13 satisfy the com­
mutation relations 

[Ju 12 ] = iI3 , 

[13 , III = - iI2 , 

[12 ,13] =iIp 

(2.4a) 

(2Ab) 

(2.4c) 

In our application, the generator 12 is proportional to 
the Hamiltonian; thus, the eigenvalue E is proportional 
to the energy. 

We discuss the class of unitary irreducible represen­
tations (UIR's) of SU (1,1) called the positive discrete 
series n+(<I». The Casimir operator Q, defined by 

(2.5) 

commutes with all the elements of the Lie algebra. The 
Casimir operator Q and the generator 12 are diagonal 
in this representation with eigenvalues 

q=<I>(<I> + 1) (2.6) 

and 
€=a -<I>, (2.7a) 

respectively, where a is a nonnegative integer, and <I> is 
real with <P < O. Each UIR is labeled by constant <1>. The 
eigenvalue E can be rewritten in te rms of q, L e. , 

(2.7b) 

where E. has the restriction (q + t)l /2 < t since <I> < O. 

The group manifold of SU(1, 1) is the product of a 
circle and a plane (picture three-dimensional space with 
a line deleted) indicating that the manifold is not simply 
connected and also that the group possesses a U(1) sub­
group. The universal covering group G of a Lie group 
G is essentially defined as the Lie group that is locally 
isomorphic to G and has a simply connected group mani­
fold. The group manifold of SU(1, 1) is three-dimensional 
Euclidean space. The Lie algebra of SU(1, 1) and the Lie 
algebra of SU(1, 1) are locally isomorphic, Le., each 
has three generators satisfying (2.4). Any UIR of 
SU(1,1) can be extended to a UIR of SU(1, 1). If the latter 
representation is not a representation of SU(l, 1). it is 
called a projective representation of SU(1, 1L 

For the group SU(1, 1) there is a discreteness condi­
tion on E (and, thus on cI» as a consequence of the U(1) 
subgroup, Le., E is an integer or half-integer. This 
discreteness condition is eliminated when the represen­
tation D+(cI» is extended to a representation of SU(1, 1) 
since the group manifold of SU(1, 1) is not restricted by 
a U(1) subgroup. In this projective representation the 
eigenvalue E can be an arbitrary real number. We are 
mainly concerned, in this paper, with projective rep­
resentations of SU(1, 1) since the energy eigenvalue will 
not take just integer or half integer values. 

The raising and lowering operators of 12 are 

A~=(I3±iIl)' A;;A2 

with the commutation relations 

[I2,A;l =A;, 

[J2,A 2 ]=-A2, 

[A;,A 2 ] = - 212 

Pascal J. Gambardella 

(2.8) 

(2.9a) 

(2.9b) 

(2.9c) 
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and matrix elements 

A; 1 <I>, a) = [(a - 2 <I> )(a + 1)]1/21 <I> , a + I), 

A 21<I>,a)=[a(a-2<I>-1)]1/21<I>,a-1) 

where 

(<I>,al<I>,a')=oaa" 

(2. lOa) 

(2.1OJ) 

(2.10c) 

In a projective representation of SU(l, 1), relations 
such as (2.10) remain the same since the Lie algebra 
of SU(l, 1) is isomorphic to the Lie algebra of SU(l, 1). 

III. THE HAMILTONIAN AND CASIMIR OPERATOR 

The group SU(l, 1) is a dynamical group for the 
Hamiltonian (1. 1); Perelomov6 demonstrated this for 
one dimension; Burdet and Perrin8 indicated this for a 
linear combination of the potentials VAl (1.2), V A2 (1.3), 
and VA3 (1.4). We show that an important consequence 
of this group structure is the separation of the 
Schrodinger equation into an equation in the radial vari­
able and an equation in the "angular variables"; the 
Casimir operator eigenvalue equation is, apart from a 
constant, the equation in the angular variables. This is 
more than just the conventional separation of variables 
method since the eigenvalue of Casimir operator deter­
mines the complete energy spectrum, In addition, we 
are provided with a lowering operator which gives an 
equation for the ground state and with a raising operator 
which generates a subset of eigenfunctions once the 
ground state is known. We assume the potential V A is 
translation invariant; we will show that the additional 
restrictions on the potential VA are consistent with an 
induced group structure. 

We eliminate the center of mass motion from the 
Hamiltonian (1. 1) to obtain it in the form 9 

H=HN,s+a 2CN,s (3,1) 

where 

a = (N/2)1/2W, 

1 N 

HN,s= 2mN 2: Pik + VA' l>k=l 

m N 

CN,s = 2N .L: r~k' 
t >k=l 

(3.2) 

(3.3) 

(3.4) 

and Pik=Pi -Pk' The subscripts Nand s refer to the 
total number of particles and dimension, respectively 0 

Equation (3.1) is obtained from (1.1) by applying the 
identity 

2 

1 N 1 (N) 1 If - L p~ = -- L: p. + -N L: p: k , 
2m i=l • 2mN i=l' 2m i>k=l' 

(3.5) 

where the first term on the rhs of (3.5) is the kinetic 
energy of the center of mass. After defining 

(3.6) 

we transform the operators DN,s' CN,s' and HN,. to the 
Jacobi position coordinates Xj and momentum coordi­
nates P j defined by 

( 
1 ) 1/2 ( j ) 

X j = j(j+1) E r k -jr j <l , 
(3.7a) 
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where 

[Xj, Pk ] =ins Ow 

The transformed operators are given by 
1 N __ ~ 

DN,s = 2" ild (XI 0 PI + PI oXI), 

1 N_1 
HN s = 2- ~ p 2 + VA> 

, m i=l 

m N-1 
CN,s = -2 L: X~. 

1=1 

(3.7b) 

(3,9c) 

The operators CN,s' DN,s' and HN,s form a closed Lie 
algebra with commutation relations 

[CN,s,DN) =2inCN,s' 

[CN,s' HN,.] =inDN,s' 

[HN ,DN ] = - 2inHN ,s t S ,5 

(3. lOa) 

(301Gb) 

(3.10c) 

if and only if the potential VA satisfied the commutation 
relations 

[VA' DN..l = - 2inVA 

[V"CN ]=0. 
A ,S 

(3.11a) 

(3 011b) 

The commutation relations (3.10) transform into the 
commutation relations of SU(l, 1) (2.4) by defining the 
generators 11 , 12 , and 13 as follows: 

11 = (-1/2fi.)DN,s' 

12 = (1/2na) H, 

13= (1/2nex)(-HN,s +a 2 CN,.). 

(3012a) 

(3012b) 

(3.12c) 

The summation in each of the equations (3.9) contains 
(N -l)s"'! terms. We relabel each term with the sub­
script k and sum from k = 1 to k = t to obtain 

1 t 

DN,s = 2" L: {Xk, Pk}., 
k=l 

where {, }+ is the anticommutator bracket, and 

[Xl' Pk] =inO ik 

with 
n a 

Pk = i aX
k 

(3. 13a) 

(3.13b) 

(3. 13c) 

(3.14) 

(3.15) 

We use (3.14) and (3.15) to rewrite DN,s (3. 13a) in the 
form 

n t a in! 
DNS=-;-6Xkax --2 . 

, l k=l k 
(3.16) 

Finally, substituting (3.16) into (3.11a), we obtain a 
restriction on the potential VA in a more obvious form, 
i. e., 

(3.17) 
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Thus, the translation-invariant potential VA is homo­
geneous of degree -2. Also, the assumption that VA is 
just a function of coordinates is consistent with (3.l1b). 
The Casimir operator (2.5), after some manipulation 
(see Appendix A), is given by 

Q _.!!!..(I(t-4)ii2 +rV +.!!.....L2 ) t=s(N-1), 
N,s- 21r 8m A 2m N,s' 

(3.18) 
where 

(3.19) 

and 

I> 1, (3.20a) 

t=l (N=2,s=1). 

(3.201:» 

We are now ready to discuss the significance of the 
Casimir operator. Arbitrary eigenfunctions of the 
Schrodinger equation have the form 

(3.21) 

where n represents the angular variables. The Schr5-
dinger equation separates into an eigenvalue equation 
for Rak(r) and an eigenvalue equation for Wk(n). The 
eigenvalue equation for Wk(n) is 

HnWk(n) = °kWk(n) 

where 

We write the potential 

VA=VA +A/r, 
1 

(3.22) 

(3.23) 

(3.24) 

where A2 is a constant, and VAl does not contain a term 
of the form 1/ r. The eigenvalue equation for Rak is 

(Hr + ~ )R k( r) = EakRak (r) 

where 

H == -1r r-tl.. rt-ll.. + ma
2 

r2+ ~ 
r 2m or or 2 r2 • 

Thus, the Schr5dinger equation is written 

with 

(3.25) 

(3.26) 

(3.27) 

(3.28) 

Note that the Casimir operator QN s (3.18), apart from a 
constant, is the operator Hn (3.23). Recall that SU(l, 1) 
has only one Casimir operator with 

(3.29) 

Finally, we insert (3.23) and (3.28) into (3.29), to 
obtain 

(3.30) 
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Therefore, the group property (3.29) naturally implies 
the "separation of variables" indicated by (3.30). 

The energy eigenvalue is 

(3,31) 

where a is a nonnegative integer, and q is the eigenvalue 
of the Casimir operator. Equation (3.31) is obtained 
from E+ (2.7b) and (3. 12b). In the next section, we indi­
cate how the energy E_ (2. 7b) leads to physically unac­
ceptable eigenfunctions. 

We consider, as an example, a system of Nbosons 
with Hamiltonian (3.28) and potential 

VA =A/r. (3.32) 

The Casimir operator is now, apart from a constant, 
the "grand angular momentum" operator L~, •• One can 
construct an orthonormal set of eigenfunctions for L~ 
in terms of the harmonic polynomialsll,12 ,s 

Hi(Pl>P2,. •• ,Pt), with PI =X/r. These polynomials 
are homogeneous of degree A in the t == s(N -1) coordi­
nates PI and satisfy the eigenvalue equation 

L~,.Hi(Pl> P2' ••• , PI) = A(A + t - 2)Hi(pUP2' ••• , Pt) 

and the Laplace equation 

t 02 
6 OX2 [Y\Hi(PUP2, ••. ,Pt)]=0. 
1=1 I 

For each A, there are 

(2A+ t -2){A+ t -3) 
Al (t - 2) I 

(3. 33a) 

(3. 33b) 

(3.34) 

linearly independent polynomials. Inserting (3. 33a) into 
(3.18), we obtain 

QN,sHi(pu P2' •.. , Pt) = qHi (Pl' P2' ••. ,Pt) 

with 

A(A + t - 2) rnA t(t - 4) 
q = 4 + 2ft2 +"16 

(3. 35) 

(3.36) 

Inserting (3.36) into (3.31), we obtain the complete 
energy spectrum 

EaA = 1f0!{2a + 1 + (A+ t/2 - 1)2 + 2mA/1f2]1/2} (3. 37a) 

where t == s(N -1) > 1, and A and a are nonnegative in­
tegers. For t = 1, i. e., (N = 2, s = 1), we have (recall 
3.201:» 

(3.37b) 

To insure a real spectrum, i. e., the system does not 
collapse to the origin,lO the restriction on A, from 
(3.37), is 

A>-(1r/8m){sN-s-2)2. (3.38) 

The energy spectrum of the particles interacting with 
just harmonic forces, 12 i. e., A == 0, is given by 

EaAA=0=1f0!(2a+A+t/2), t>l, 

E =1f0!(2a+%), t=1. 
aA=o 

(3. 39a) 

(3. 39b) 

Comparing (3. 37a) and (3. 39a), we note that the pres-
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ence of the potential Air drastically breaks the degen­
eracy of the system with just harmonic forces. 

IV. RAISING AND LOWERING OPERATORS AND 
EIGEN FUNCfl6NS 

We scale the (relabeled) Jacobi coordinates Xl ac­
cording to 

Yl=(rnetln)l/2Xp 1 ~i~t=s(N-l), 

and use energy units net = 1; thus, 

Under this transformation, the Hamiltonian (3.28) 
becomes 

(4.1) 

1 t 02 
1 2 

H=-2-L: -a 2 +zp +VA(Yl>Y2""'Y t ), (4.3) 
1=1 Y I 

The ground state of the Hamiltonian (4.3) has the form 

,pO(Yl>Y2' ••• , Yt ) = T J(Yl>Y2" 0 ., Yt ) exp(- tp2) 

(4.4) 

where K is a translation-invariant function that is homo­
geneous of degree k, k> 0, and To is the normalization 
constant. Inthnrsection, we obtain a series of eigen­
functions for the Hamiltonian (4.3), derive a differential 
equation for the function K in terms of the potential VA' 
and give some examples. The methods Perelomov6 used 
to obtain these results in one dimension are essentially 
the same for many dimensions. In addition, we con­
struct the form for an arbitrary eigenfunction and show 
that the energy spectrum is linear if the potential VA 
does not contain y / p2 (y a constant) as a term. 

Inserting (3. 12a) and (3.12c) into (2.8), we have the 
raising and lowering operators 

A~=!.L: -; - VA+~±!.CtYI_il __ l..). 
4 1=1 0YI 2 4 2\1=1 ilY I 2 

(4.5) 

The Hamiltonian (4.3) and the raising and lowering 
operators (4.5) can be rewritten compactly in the con­
ventional form 

1 t t 
H = -2 ~ a;a l + VA + 2- , 

1=1 
(4.6) 

(4.7) 

(4.8) 

where 

a+- (" -~) 1- JI 0YI ' a = (Y + _0 ) 
1 I 0YI 

(4.9) 

and 

We can generate a series of eigenfunctions by re­
peated application of the raising operator A; (4.5) on 
the ground state I/Jo (4.4); thus, with (20 lOa) we obtain 

( 
r(-2<1» ) 1/2 + a 

I/Jalf>= a! r(a _ 2<1» (A 2 ) I/Jo 

where 
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Ealf>=2a -2<1> (4.12) 

is the energy eigenvalue, a is a nonnegative integer, 
q=<1>(<1> + 1) is the eigenvalue of the Casimir operator, 
and r(l + z) = z !. The quantity (- 2<1» is not necessarily 
the ground state, i. e., the re may be additional quantum 
numbers. The eigenfunctions I/Jalf> (4.11) which transform 
under the UIR's of SU(l, 1), labeled by constant <1>, are 
normalized if I/Jo is normalized. 

The equation 

A21/JO=0 (4.13) 

defines the ground state I/Jo. Inserting A2 (4.5) into 
(4.13), we rewrite (4.13) as 

[exp(p2/2)A2 exp(-p2/2)]K=0. (4.14) 

Inserting A2 (4. 5) into (4. 14) and using the identity 

on ( a ) n 
exp(yp2/2) 0Y'/ exp(-I' p2/2)= 0YI -I'Y/ 

with n = 2 and I' = 1, we obtain an equation for Kin 
terms of VA> 1. e. , 

1 t il 2 

VA= - L: -2 K. 
2K 1=1 0YI 

(4.15) 

(4.16) 

Equation (4.16) is the starting point for the generation 
of many solvable models, provided the eigenfunctions 
are normalizable. 

We now obtain the series of eigenfunctions of the 
Hamiltonian that transform under UIR's of SU(l, 1) 
labeled by the ground state, 1. e., <1> is a constant [see 
(4.12)]. After operating on the ground state I/Jo (4.4) 
with the Hamiltonian H (4.3) and using (4.16), we ob­
tain the ground state energy, 

-2<1> =Eo=t/2 + k. (4.17) 

Although Eo and I/Jo determine the series of eigenfunc­
tions (4.11) with <I> a constant, we show that these eigen­
functions have the form 

;Pa = <J!OTa(P) (4.18) 

where Ta(P) is a function of p alone; the eigenvalue 
equation is [see (4.12)] 

H<J!o = (2a + Eo) <Pa' (4.19) 

We define the transformation H - H by 

TI = (l/Jot1HI/J0; 

using the identity (4.15) and the result (4.16), we 
transform H to 

H-L: ------+Y - +-+k - t ( 1 02 ilK 0 0) t 
- 1=1 2 oy~ 0y/oYI loy/ 2 • 

(4.20) 

If the operator H acts on functions of p alone it becomes 
effectively 

H =_!. ~_(o+t) -z) i.+ o+1 (4.22) 
p 2 OZ2 Z oZ 

where p =Zl/2 and 

(4.23) 

We recognize the eigenvalue equation for H (4.22) as 
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the equation for the generalized Laguerre polynomial13 

L:rr1 (p2) with 

(4.24) 

where a is a nonnegative integer. Using (4.20), we re­
write (4,24) as 

H[1/!o L:O-1(p2)] = (2a + Eo)[1/!o L:O-1(p2)L (4.25) 

Hence, after comparing (4.25) with (4.19), we conclude 
that the series of eigenfunctions (4.18) are 

<f. =N.,E
o
K (Y1,Y2,'" ,Yt)exp(-p2/2) L:O-1(p2) (4.26) 

where N E is a normalization constant that depends on 
a and Eo·[s~e (4011)]. 

We return to the example of Nparticles with Vx=x/r2o 
Rewriting this potential in scaled Jacobi coordinates 
with (4.2), we have 

Vx =')I/p2 (4.27) 

where 'Y =m"A/n2. Substituting (4.27) into (4.16), we 
find that 

(4.28) 

is the translation-invariant solution, where 

k± = - (t ; 2) ± [C; 2 r + 2')1 ] 1/2. (4.29) 

The solution k_ does not lead to physically acceptable 
eigenfunctions. To see thiS, we examine the behavior 
of the radial eigenfunction R(p) near the origin, with 

(4.30) 

where A, B are constants; and 'Y is adjusted so that 
k+ < 0 (the worse condition). We construct a sphere of 
radius Po about the origin. The radial eigenfunction 
R(P) (4.30) and dR(P)/dp must be continuous across the 
bOundary of this sphere for R(p) to be a physically 
acceptable eigenfunction. One can show10 that these con­
ditions on R(p) lead to 

B 
lim - a:lim Pbk .-

k
_) -0, 

Po~O A Po~O 

Inserting k+ of (4029) into (4,17), we obtain the ground 
state energy 

_ [(t_2)2 2m>..] 1/2 
Eo-1 + 2 + If ' (4,31) 

This is the ground state we obtained previously [see 
(3, 37a)] from the eigenvalue of the Casimir operator. 
Thus, choosing k. instead of k_ is equivalent to choosing 
E. over E_ in (2,7b), 

Inserting (4,28) into (4,26), we have the orthonormal 
(see Appendix B) radial eigenfunctions for this example 

R (p)=( 2r(Eo) ) 1/2 pEo-t/2 exp(_p2/2) LE O-1{p2) 
• a! rea - Eo) • 

(4.32) 

where Eo is given by (4.31). 

We now assume the potential V does not contain a 
term y / p2. An arbitrary eigenfunction of the Hamiltonian 
(4.3) is given by 

1177 J. Math. Phys., Vol. 16, No.5, May 1975 

'. Yt ) ¢.,,(rl ) 

(4.33) 
where 

A-. (2)= ( 2r(-2~) ) 1/2 _2~_t/2 (_ 2/2) L-2~-1( 2) 
'1'." P l(ilr(a+ 2<I» p exp p • p 

(4034) 

are the orthonormal radial eigenfunctions with 

- 2~ = t/2 + k + IJ. , (4. 35) 

P ",s is a homogeneous translation-invariant function of 
degree IJ. for the s-dimensional case, N is a normaliza­
tion constant, and (3 = k + IJ.. The Casimir operator 
eigenvalue equation is written 

Q (KPjJ.,s) = (KP".s). 
N, s pa q p~ (4.36) 

In Appendix C we show (4,36) leads to an equation for 
PjJ.,S' i. e., 

~ - P +--- P =0 t (0 2 2 oK 0 ) 
/=1 oy~ ",s K oy! oy! ",s 

(4. 37) 

and eigenvalue 

t(t-4) (32 (3(t-2) 
q= 16 + '4 + --4-' f3=k+iJ.. (4.38) 

The function P ",s is a physically acceptable eigenfunc­
tion if it is nonsingular, L e., iJ. >-- O. 

The physical argument for choosing E+ Over E. [see 
(2. 7b)] when calculating the energy is essentially un­
changed for this case since the radial eigenvalue equa­
tion (3.25) has the same structure for both cases. In­
serting (4.38) into (3,31), we obtain the linear energy 
spectrum 

E.,,=2a+IJ.+Eo, (4,39) 

with Eo=t/2 + k; thus, -2~ (4,35) is equal to the ground 
state energy Eo only if IJ. = 0, 

Although the independent Jacobi coordinates have 
made calculations less complicated thus far, they tend 
to obscure the symmetry of the potential in the examples 
we now treat, So, following Perelomov, 6 we transform 
to more "democratic" coordinates, The transformation 
between the original coordinates r l = (1J. 1 , 1J. 1 ,,", IJ.. ), 

1 2 1S 

1 <s i <s N, of Sec, I and the dependent coordinates r i 

=(~11' ~i ," " ~i ), 1;;;i ;;;N, is given by 
2 s 

a a 
OIJ.I - au", 

'" 
(4.40) 

in the dimension w, where the center of mass coordi­
nates are 

o (n) 1/2 1 N 0 -- - -~-au w - rna N J.1 G IJ. i • 
w 

(4.41) 

In addition, we have 

N N a 
L; ~I =6 -=0, 
1=1 '" 1=1 a~lw 

(4,42a) 
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(4. 42b} 

and 

(4.43) 

Under this transformation, the Hamiltonian (1. 1) 
becomes 

H = _ !! ~ 1.:. _ !. ~ ~ + .!..r2 + V (t t t ) 
2 L1 aU2 2 L1 I 2 ~ '>10 '>2' ••• , '>N 

kol k 1·1 

(4.44) 
where 

N N s a2 
6 ~1=6 6 :;-;Tat' 
1=1 1·1 k=1 Slk 

(4.45) 

Since we are only concerned with translation-invariant 
eigenfunctions, we rewrite (4.44) as 

1 N 
H=--2 6 ~1+tr2+v~(~U~2""'~N}' (4.46) 

101 

Suppose 

N 

K= n Fl. 
I> i=1 J 

(4.47) 

where Fij is only a function of r lj = I r l - rj I; from 
(4.16) [note that 2::=1 a2/ay~ in Jacobi coordinates equals 
(4.45)J and (4.47), we have 

~=!. t t ~Jlj+t t t V,,!'kl.VkiFki~4.48) 
2 m=1 i>J=1 FIj 171=1 k=1 l>j=1 Fki Fkj 

Since FIj is only a function of r 1j alone, we rewrite 
(4. 48) as 

V~ = t (s -1) Fli + F;'j) 
Pj=1 rijF;j Fij 

+ t t (rkl • r.) Fill F~i 
k=1 Pj=1 rk1rkj Fkj Fkj 

where the prime indicates differentiation with respect 
to the argument and s is the dimension. Equations (4.48) 
and (4.49) represent a direct link between the ground 
state 

(4. 50} 

and the potential V~. We now tum to some examples. 

Calogero and Marchioro2 presented the result (4.49) 
in three dimensions and used it to obtain a series of 
eigenfunctions, corresponding to (4. 33) with P Po 3:= 1, 
i.e., jJ.=0, for some many body problems. We'have 
shown that their method has a firm group theoretical 
foundation. Suppose 

in (4.47), then (4.49) becomes 

where 

8
s
=t[(s-2}2+4x]1/2- s /2+1, 

G=8!, 
and 
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(4.51) 

(4.53) 

(4. 54} 

(4.55) 

The function K, for this example, is homogeneous of 
degree 

(4.56) 

hence, a series of eigenfunctions of H (4. 46) with V~ 
(4.52) is given by (4.33) in the r l coordinates (with p2 
= r2) with ground state energy 

E _ s(N-1} N(N-1) 
0- 2 + 2 8 •. (4. 57} 

It is remarkable that in one and three dimensions the 
potential can be attractive, but in two dimensions A> ° 
[see (4.55)], i.e., the potential is only repulsive. We 
can understand this result intuitively as follows: For at­
tractive potentials, Le., A < 0, the restriction (4. 55} 
prevents two body collapse by providing a nonzero real 
quantum zero point energy [see (4.57)1. In one dimension 
each particle has only two nearest neighbors. However, 
in two and higher dimensions there can be as many as 
(N -1) nearest neighbors. In two dimensions, we have 
the lowest zero point energy per particle which mast be 
shared with a maximum of (N -1) particles to prevent 
two body collapse. In three dimenSions, the space per 
particle and the zero point energy per particle are 
greater; hence, the possibility of an attractive potential 
with no collapse as we have verified. 

The second term in the potential (4.52) is a three­
body potential; the term corresponding to a given three 
particles vanishes when the particles coincide. 2 Thus, 
in one dimension, Le., 8=1, (4.52), becomes 

N 1 
V~ =x L;) 2"'" (4. 58} 

1>1=1 ~;j 

Perelomov6 first displayed the group theoretical struc­
ture associated with the one-dimensional potential 
(4.58). This potential preserves the particle orderS, 
therefore, we can solve the SchrOdinger equation in 
the sector ~1 ",; ~2"'; ••• ",; ~N to obtain the eigenfunction 
1j!(~1' ~2' ... , ~NL We assume the particles are spinless. 
The total wavefunction is given by 

where P is the permutation operator, and 

for bosons, 

even permutations for fermions. 
odd permutations 

Thus, the energy spectrum for fermions or bosons is 
the same. 

The eigenfunctions (4.33), for the potential (4. 52) in 
higher dimensions, are physically realizable in terms 
of a system of N interacting bosons if the functions P Po,$ 

are completely symmetric. 

The analog of equation (4.37) for P Po, S in the coordi­
nates (4. 40) is 

(4.59) 
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For the potential (4.52) with (4.47) and (4.51), Eq. 
(4 059) becomes 

t ~ P + 26 t t ~jwjw 
j=l I .. ,s s w=l Pi=l rL (

_0 __ 0 )p -0 
o~i o~J. ",.-

w w 

where 
• 

r21.= ~ ~21 .. 
J w=l w'w 

To obtain (4.60), we have used the following two 
equations: 

1 '[JK N ~ J 
--=6 ~~.l<I 
K iJ~iw s 1=1 rL 

and 

~ ~ ~14,JW _0 __ ~ ~jwlw (_0_ a) 
LJ LJ 2 - LJ r2 ~ t - ~ • 
i=l j=l r 1 j a ~ I w I> j=l i j v S I w v '0 J w 

I*j 

(4.60) 

(4 0 61) 

(4.62) 

(4,63) 

We reserve an analysis of (4.60) for s> 1 to another 
papero 

We discuss the one-dimensional potential (4058) and 
p .. 1" This discussion is essentially a summary of the 
observations of Calogero5 and Perelomov6 concerning 
the functions P .. ,10 In one dimension, (4 060) becomes 

N 02 N 

I: -2 P 1 +261 I: TIlP .. 1=0, N~3, (4.64) 
1=1 a ~ I'" 1>}=1 ' 

where 

1 ( a a ) 
TiJ= f;; ~ - '[J~j • 

(4.65) 

Calogero has shown that the translation-invariant func­
tions p .. 1(~1' ~2' 0 0., ~N) are completely summetric under 
exchange of any two coordinates ~I and ~J; thus, we can 
construct6 the functions P ",1 from the elementary 
functions 

(4.66) 

where at least l~ ° since jJ. ~ O. Operating on (4.66) 
with Tu (4.65), we have 

TUhl = -!-- (~r1 - ~;-1); (4067) 
S I} 

but, (4067) (and consequently p .. 1) is nonsingular only 
if l is an integer greater than or' equal to twoo The solu­
tion of (4 064) with the lowest jJ. is P3=h3' and thus jJ. is 
an integer greater than or equal to three o The number of 
different functions p .. 1 for constant Jl is given by the 
solutions to the equation 5,6 

N 

I.l = I: W(lw 
w.,.3 

where aware nonnegative integers. Inserting (4.68) into 
(4.39) and using (4056) and (4.53) with s=l, we obtain 
the complete energy spectrum 

E= t wa",+ (N-l) + N(N-l) [1 +(1 +4\)1/2J. 
",=2 2 4 

(4 0 69) 

The solution of (4064) for general p .. 1 is not knowno In­
stead of finding the complete set of eigenfunctions (4,33) 
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(s = 1), we will find a linearly independent set of eigen­
functions which can be put into a one-to-one correspon­
dence with the eigenfunctions (4.33); hence, these latter 
eigenfunctions will form a complete set. We do not need 
to explicitly solve (4.64) for P .. ,l' 

V. THE EIGENFUNCTIONS OF THE ONE­
DIMENSIONAL PROBLEM WITH AN INVERSE 
SQUARE PAIR POTENTIAL 

We obtain eigenfunctions characterized by four quan­
tum numbers for the Hamiltonian 

H = -"" _ - + t 2 + V 1 N {a 2 
} 

2 t; o~~ SI. ~ 
(5 0 1) 

where V~ is given by (4058). These eigenfunctions for 
any N reduce to the complete set of eigenfunctions for 
five particles. The raising and lowering operators 

satisfy 

[H,A~J=±2A~, A;=A2' 
where 

N 0 
S=I: ~Iijto 

1=1 SI 

(5,2a) 

(5,2b) 

(5.3) 

If F(~u ~2'. , 0, ~N) is a homogeneous function of degree 
t, then the operator S (5.3) has the property 

[S, F(~l> ~2' ••• , ~N)J = t F(~l' ~2" • 0 , ~N)' (5.4) 

We first define the transformation T- T by 

T=exp(- r 2/2) Texp(r2/2) (5.5) 

where r 2 =Z:(.1 ~~; then, we apply it to H and A;, respec­
tively, obtaining 

1 N 02 (N-l) 
H= - - ~ ~t21 -S - -2- + VA> (5 0 6) 2 1=1 Vs 

and 

I N 2 V .4:+2= _ ~ 0 ~ 
4 /=1 o~~ - 2" ' (5.7) 

where 

[H,A;J=2A;. (5.8) 

We discuss the eigenfunctions for the Hamiltonian 
(5.1) with \ = O. Define the mutually commuting 
operators 

- N 0" C;=L 'j1;P' N~P~2; 
1=1 VSj 

from (5.6) (with V~=O) and (5.4), we have 

[(H)~=o, C;J = pC;. 

The eigenfunctions of (H)~=o are 
N 

cf>.2.3·".N= W~2 (C:)·"'cf>o 

(5,9) 

(5.10) 

(5.11) 

where cf>o is the ground state; the a", (2 ~ w ~ N) axe non­
negative integers and the C:., are obtained from C:, 
through (5,5). The operators C; (2 ~ P ~ N) are deter-
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mined within a multiplicative constant which determines 
the normalization and phase of the eigenfunctions. The 
energy spectrum is 

N 

E= L: wac:,· ... eo 
w::2 

(5, 12) 

where €o is the ground state energy, The eigenfunctions 
(5,11) are different within a given energy, 10 e" if 

N N 

:0 wa~= '6 wa w and aw*a~ 
w=2 w=2 

for at least two values of w, then 

Also, the eigenfunctions are linearly independent. 

The energy spectrum (5,12) is the same as the ener­
gy spectrum (4.69) except for the ground state. This 
observation led Perelomov6 to search for a set of mutu­
ally commuting operators A; such that 

[H,A;]=pA;,2';P",N, (5.13) 

and 
- -

(A;)x=o = C;o (5,14) 

The eigenfunctions of H would then be given by 

with 

where 8 1 is given by (4.53) with s = 1, the aw (2", w -"S N) 
¥e nonnegative integers, and the A: are obtained from 
A: through (5.5). Property (5,14) guarantees that these 
eigenfunctions are different within a given energy and 
linearly independenL Also, there is a one-to-one corre­
spondence between the eigenfunctions (5,15) and the 
linearly independent eigenfunctions (4.33); thus, by find­
ing the operators A: we are indirectly solving Eq, 
(4.64) for PI" l' Substituting A; into H, and the resulting 
expression for H into (5.13), we have 

[ii, A;] = - L4;,A;]- [5,A;] = PA;; 

thus, sufficient conditions for Ap to satisfy (5,17) are 

(1) [~t oo~2~ - Vx,A;] = o. (50 18a) 

and 

(ii) A; is homogeneous of degree - p. 

Condition (ii) is crucial in proving the necessary 
condition 

(iii) [.4:;,A;,]=O 

for all pi and p such that 2 '" p, Pi", N, 

We define the transformation T- T by 

T=exp(r2!2) Texp(- r 2!2), 

and then we apply it to Hand A 2 , respectively, 
obtaining 
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(5.18c) 

(5,19) 

(5.20) 

with 

[Ji ,A 2] = - 2A2 , (5,22) 

Thus in analogy to (5,17), we write 

[.H,Ap]=-[A 2,Ap]+[5,Ap]=-pAp, 2 "'p-"SN, 

leading to the sufficient conditions for the lowering 
operators Ap; 

(1') [~~ a°1;2~ - Vx,ApJ=o, (5,23a) 

(ii') Ap are homogeneous of degree - p. (5,23b) 

Note that the form of A2 (5,21) is exactly the same as 
A'; (5,7), leading to exactly the same two sufficient con­
ditions; thus, once we have determined A;, we have 
also determined Ap. In fact, once we have ..4;, we make 
the following prescription to obtain A; and Ap: 

a" . -+ l(-C;)"=C~i -~i)"inA; (5.24a) 
terms 01;" in Ap - (a ) 

j c~ = - + 1;." in A (5. 24b) 
! a I;i! P 

where 

(5.24c) 

(5,24d) 

and 

(5,24e) 

Perelomov6 used conditions (5018) to find operators 
A; and A:, He verified by direct calculation that 
[A;,A:l = O. Thus, he obtained the eigenfunctions of H 
(5.1) characterized by three quantum numbers, with6 

where 

N 1 
g<3) = _ 3x :0 t2. ' 

i w=l StW 

(4) 2 1 
giW =- X ~, 

"WI 

N 1 
gii)=g~~)=-4X :0 

! w=l ~, "w, 

(5,25) 

(5,26) 

(5,27) 

(5,28) 

(5,29) 

(5.30) 
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In summations where terms like l/(!;IJ", n> 0, appear, 
we automatically assume i * w. The lowering operators 
are obtained by replacing (- c;) with c l> in (5. 25) and 
(5.26) 

In what is to follow, we use the notation 

(5.32) 

We will find an operator A; which satisfies the condi­
tions (5.18); thus obtaining a series of eigenfunctions 
characterized by four quantum numbers. 

We assume .4:; is homogeneous of degree - 5 and has 
the following form: 

.4:+ - t (as + is) 03 + 3 tiS) 020 + g(S)a 2 + is)a )+ g,(S) 
S - j=l I 13 I m 12m I m j2 I / I 0' 

/*m (5.33) 

The problem is to rind the functions ffi~l2j3 in (5.33) such 
that (5. 18a) is satisfied. We insert A; into (5. 18a) and 
obtain equations for the functions gI1/2/3 by equating co­
efficients of like differential elements. We list these 
equations with the corresponding differential elements 
[we drop the superscript (5) on the functions gj~12j3 for 
convenience J: 
Iteration equations 

01: a j g 3=-5a/vA, 
I 

a",al: al g/2m = -tamgj3, 

1 N 

a~: ajgI2=-10a~v'-2~1 a~g/3' 

a~: ajg/=-loalvA--
2
1 t a:g 2-3g.30 jV, 

k=l 1 1 

N 

-3 E gj2mOmVA' 
m"l 

Consistency equations 

o!o~: 0mg 2 +Ojg 2 =0, i*m, 
j m m I 
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(5.34) 

(5.35) 

(5.36) 

(5.37) 

(5.38) 

(5.39) 

(5.40) 

(5.41) 

(5.42) 

In deriving the above equations, we have assumed 
0k g .2 =Ofori*k*m, i*m. This is justified in the 
sub~equent analysis. 

The five unknown functions g:~12j3 are obtained by se­
quential solution of the first five equations (5.34)­
(5.38), beginning with (5.34), i.e., the rhs of each 
equation is expressed in terms of known functions 
after the previous equations have been solved. We need 
only present a particular solution of Eqs. (5.34)-(5.38) 
which satisfy the four consistency equations (5.39)­
(5.42); so in what is to follow we automatically choose 
a particular solution and then verify the consistency 
relations. 

The solution of (5.34) is 

(5.43) 

Substituting (5.43) into (5.35) and integrating, we have 

g.2 =-(5A/3)(1/l;~j). (5.44) 
1 m 

The function g.2 clearly satisfies the first consistency 
equation (5. 39).mInserting (5.43) into (5.36) and integrat­
ing, we have 

N 1 
g.2=-lOA 6 ~. 

, w=l SWI 
(5.45 ) 

It is also clear that g.2 and gj2m satisfy the second 
consistency relation (5.40). The integration of (5.37) 
for gj is described in Appendix D with the result 

N 1 N 1 
gj=(-30+5x)x 6 -4- -20A 2 :E - T m3 (j) 

w=l l;",j m=l !;mj 

N 1 
+ 15x 2 6 - T m2( j) 

m=l ~~i 

where 

(5.46a) 

(5.46b) 

The verification of the consistency equation (5.41) is 
nontrivial and appears in Appendix E. 

The functions gl and go have the general form 

gj = W jA + U jA 2, 

go= WOA + UOA 2, 

(5.47) 

(5.48) 

where the functions Wo, WI> Uo, and U j are independent 
of A; thus, (5.38) reduces to the two equations 

and 

1 N 3 
"2U V - - L..J Ok 1-, 2 ~ 

2 k=l "- L..J gm2,.a~ V~. 
m=l 
mti 

(5.49) 

(5. 50) 

Inserting V~ (4.58) and Wj from (5.46a) into (5.49), we 
have 
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(5.51) 

but, go is a homogeneous function of degree - 5, hence 

Wo=,O. 

In Appendix F, we show 

°iUO=O, 

implying U 0 =' 0; the refore, we have 

go=' O. 

(5.52) 

(5.53) 

(5.54) 

Finally, we verify the last consistency relation (5.42) 
in Appendix G. 

We now discuss and prove the remaining condition, 
i. e., 

(5.55) 

for 2 ~ P', P' ~ 5. It is sufficient to prove LA;, A;. 1 = O. 
Perelomov proved (5.55) for 2 ~ p, P' ~ 4 by explicitly 
calculating each commutator. We provide a proof of 
(5.55) based on general properties of the gjPII i functions 

2 3 
for 2 ~ P ~ 5. This in turn gives us insight into the 
structure of the functions glPII ' •. i for P> 5 

2 j 

We assume 

[A;, A~ 1 = Kp+p' (5.56) 

where Kp+p. is a nonzero operator. The,..9perat,£r Kp+p' is 
homogeneous of degree -(p +P') since A; and A II are 
homogeneous of degree (-p) and (-p), respectively. We 
also have 

[H,Kp+ p.1=(p+p')Kp+p.0 (5.57) 

The commutation relation (5.57) follows from the 
Jacobi identity 

[ii, [A;,A;.}] + [.4;, [A;:, Hll + [A;., [il,A;1] = 0 

and Eqs. (5.13) and (5.56). InsertingH (5.6) into (5.57), 
we find that Kp+p. must satisfy the relation 

[~ t oa~2~ - Vu Kp+p,] = O. (5.58) 

We will prove the only solution to (5.58) is Kp+p' =' O. We 
observe that some general properties of the functions 
g(P!. (2 ~P ~ 5) are' 

1112 1 3 . 

G
I

: the subscripts of gj(PI i indicate the explicit func­
I 2 3 

tional dependence, 

i e gIP). - g(P\ . (t ~ t). 
" ., 11i213- i 1 '2 1 3 Sil' i2' Si 3 ' 

G 2 : the functions g:il2 i 3 depend only on difference of the 
~i variables, i.e., on (~i - ~j)' 

Property G2 guarantees that we can treat the formal 
derivative 0i=,olo~i as an ordinary derivative, Le., if 
f is Just a function of ~ii =' ~i - ~i' then 

o a Jij(~ij)= (ow i-liN - OWj+ liN) ~ fij(~ij) 
" IJ 

(5.59) 

The terms liN from O~/O~i =Oij -liN always canceL 
Therefore, if aJii(~ij)=O, thenfi/~jj) is independent 
of ~w. The functions ..4'; (2 ~ P ~ 5) have the general form 

1182 J. Math. Phys., Vol. 16, No.5. May 1975 

(5.60) 

Inserting (5.60) into (5.56), we obtain 

T=p+p'-3, 

(5.61) 

where T~6 (the maximum value of T occurs for p=4, 
P' = 5); the functions h ili2""'i j are homogeneous of degree 

(j-p-p')<O forallj, l~j~T, (5.62) 

and the function ho is homogeneous of degree - (p + p'). 
The functions hil i

2
'" i . and ho are constructed from 

derivatives of the funbtions glPll "'i and glPi) ... i z; hence, 
2 k 1 2 

these functions also possess properties G, and G2 of the 
g::12 i 3 functions. Inserting (5.61) into (5.58), the term 
with the highest order differential leads to the following 
equation: 

(5.63) 

The coefficient of each different differential must 
vanish for (5.58) to hold. We assume hi, i

2
"'i T are non­

zero. The maximum number of different subscripts in 
hi,i2"'iT isJou,.!', thus T<4 in (5.63). This arises from 
terms in [A;,A;.1 of the form 

N 
'6 [g~4)a.a g(S)a 2a 1 

1 W t w' 2 sm· 
i,w,m,s s m 

(5,64) 

We discuss some necessary notation and definitions: 
(0 Suppose that there are s i-subscripts and t m-sub­
scripts (i * m) in the function hj,i2'''is+t' then we write 

(5,65) 

The functions hilj2"'ik are coefficients of differentials; 
hence, the order of the indices is unimportant, L e., 
h'm2=hmim=h 2., (i1om) (although h .• *h. 2 , in general). 

1. m1 t77r 1m 

(ii) The constant C k k "'k is defined by 
l' 2 n 

(5 0 66) 

where k='Z7., ki and ki are nonnegative integers. 

(iii) The permutation operator P ili2 .. 'i k 
is defined by 

where the sum is over all cyclic permutations of 
(i p i 2, ••• ,ik ). For example, Pm)OmhjT)=OmhjTw +owhjTm' 

Equation (5.63) is equivalent to the following 
equations: 

Iteration equations 

OjlzjT=O, 1~T~4, 

CT_1,10jlzjT-1m=-omlziT, 2~T~4, i1om, 

(5.68a) 

(5.68b) 

C2 2a.h 2 2=-c3la h 3' T=4, i*m, (5.68c) 
, 1 i m ,m i m 

C T - 2 ,1, 10 jlz iT-2mw = - CT_1,1P mw(OmlzjT-1w), 3 ~T ""4, 

(5.68d) 
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Cl,l,l,lO Ihlmws= - C2,l,lP mw.(O mh l sw)' T = 4, 

i*m*w*s, m*s*i*w; (5,68e) 

Consistency equations 

0lh. 2+omh.2 =0, T=3, i*m, (5,69a) 
1m 1 m 

C2llP I (olh 2 )+0 h 22=0, T=4, 
tt m mwi w mi 

i*m*w, i*w, (5,69b) 

PI 1'''1 (0 1 h .. "'1 )=0, 1 ';:T.;:4, 
1 2 T+l T+l '1 12 T 

whe re all the subsc ripts ito i2 ' •• iT+l are diffe rent in 
(5.69c). Equation (5. 68a) implies hiT is independent of 
~I; but, since hiT is only an explicit function of ~i> it 
must be a constant. All the functions hili2'''IT 

are homo­
geneous of a degree less than zero; hence, the constant 
function hiT is zero. Equation (5. 68b) can now be re­
written 

OihiT-1m=0, 1.;: T-1.;: 3, i* m, 

We advance the same argument; thus hiT-1 = 0. Note 
that the rhs of each of the Eqs, (5.68) is expressed in 
terms of functions hili2"'iT from the preceding equa­
tions; thus with our argument, each succeeding function 
is zero if the previous ones are zero, i.e" the system 
of Eqs, (5,68) collapses to hil i2" 'iT'" 0, a contradiction, 
Thus, the coefficient of the highest order differential in 
KJ>+p' (5.61) is now hili2.OOiT-l' with the analog of (5,63), 
i.e. , 

Since hili2'''iT_l is homogeneous of degree less than zero, 
the argument that we used to prove hil i

2
"'i. '" ° applies 

here; thus hi i2"I.-l '" 0, All the h-functions in the expan­
sion of (5.61) are homogeneous of degree less than zero; 
so, we proceed in a similiar manner to show hili2'"li 
=0, l.;:j';:T. Equation (5.58) cannot be satisfied by j 

the function ho alone, thus ho = 0, The consistency equa­
tions (5,69) are satisfied by this solution, Hense, we 
have a contradiction; therefore KJ>+p' = 0, The A; func­
tions are nonzero and satisfy Eq. (5. 58) becau~e the 
coefficient of the highest order differential in A; is 
homogeneous of degree zero. We can relax a number 
of our assumptions, The structure of the Eqs, (5,68) 
remains the same independently of T, 10 e" if none of 
the h1112'ooi j functions are homogeneous of degree zero, 
then the equations collaps~to hilI2"'ij=0, i.;:j';:T. If 
we assume the operators A;, 2.;: p.;: N, have the form 
(5.60) and the corresponding g~Pl '''1. functions have 

1 2 J --
properties Gl and G2, then we c~ show [A;,A;,] = ° for 
1 .;: p, p' '" N. We conjecture that A; with the postulated 
structure exists for arbitrary p. The equations for the 
g;Pl ... I . functions for arbitrary p have the same struc-

1 2 J 

ture as the Eqs. (5.34)-(5.38) for p=5, Le" the rhs 
of each equation is expressed in terms of known func­
tions after the previous equations have been solved, We 
reServe this analysis for another paper. 

SUMMARY 

In this paper, we have used algebraic techniques 
(group theory, raiSing and lowering operators) to ob­
tain a series of N-body eigenfunctions for systems of 
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N interacting particles in any dimension. We provide 
an equation [see (4. 16)] that relates the ground state 
eigenfunction to the interaction potential; we obtain a 
series of N-body eigenfunctions in terms of an energy 
raising operator acting on the ground state. These 
eigenfunctions follow immediately from the SU(l, 1) 
group structure. We indicated when the complete en­
ergy spectrum is linear, 

For the particular example of N identical particles in 
one dimension interacting with a quadratic pair potential 
and an inverse square pair potential, we derived a 
series of N-body eigenfunctions characterized by four 
quantum numbers, If we let N=5 in these eigenfunc­
tions, they form the complete set of eigenfunctions for 
five particles. We have indicated how all the N-body 
eigenfunctions may be generated, This one-dimensional 
system has generated much interest in statistical 
mechanics,14 especially with the Hamiltonian (5,1) with­
out the harmonic term, 15,16 

One-dimensional systems with Hamiltonian (1,1) have 
also generated interest in scattering theory. 5,17 
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APPENDIX A: DERIVATION OF (3.18) FOR THE 
CASIMIR OPERATOR 

Inserting the Eqs, (3.12) into the defining equation 
for the Casimir operator (2,5), yields 

1 
QN,.= 4fi2 {-.q.,s+2(HN,.CN,s+CN,sHN,.)}, (A1) 

Inserting the Eqs, (3.13) into (AI), we have 

QN,.= 16
1
"'2 [- (t {Xi>PJ~+t {xk'Pk}.{XpP1}.) 
" 1=1 k>,=l 

+2(t {X~,pn++ kEl {X;,PI
2}.) +8mr2v~l (A2) 

Substitute the lhs of each of the indentities 
t kl (2{X~,pn+-{Xi,PJ;)=-3tfi2, 

into (A2) to obtain (3.18). 

APPENDIX B: NORMALIZATION OF RADIAL 
EIGENFUNCTIONS 

The eigenfunctions 

(A3) 

(B1) 

are normalized over the volume ni=lYi a:pt-l dp dn where 
n represents the angular variables, Thus, we have 
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illserting X = p2 into (B2), we have 

;2 = (~ XEO-1 exp( -X) [LaEo-l (X)]2 dX o o Jo (B3) 

The rhs o!.(BSUs equal13 to r(Eo+a)/a!; therefore, 
No = [2a !/r(Eo + a)]1/20 The eigenfunctions (B1) are also 
orthogonal, since 

0= roo XEo-l exp( -X) L Eo-l(X) LbEo-1(X) dX for a*- bo . 0 a 

APPENDIX C: ANGULAR EIGENFUNCTIONS 

The angular equation [see (3.22)1 is given by 

( 
_p2 t ~ + 2V ) KP".s -0 KP""s 

2 i=1 oY~ P ~ p$ - p$ 
(C1) 

with [see (3 018)] 

o t(t -4) 
q= 2" + 1'"6 0 (C2) 

In (Cl), we have used p2 L:\=l 02/iJy~ instead of LN,s [see 
(3.23)] since the angular eigenfunctions are independent 
of po Expanding (C1), we have 

p~2 (-E O~2; +V~)KP",s=i2 X(YloY2,.00,Yt) 

(C3) 

where 

X(YloY 2, o. o,Yt) 
t 

- (KP ) /-1 --Z.. pH --Z.. -8+ 26 ...i... (KP ) _0_ -8 
- ",s P op opP idOY

I 
",S 0Yi P • 

(C4) 

After substituting oP-$/oYi ==y/p6>2 into (C4) and expand­
ing, we have 

[ ( ) 2] KP",s 
X(Yl'Y2'0.O,Y t )== -f't-2 -(3 ~; 

p 

thus, 
0= t[(3(t - 2) + f'2], 

and the rhs of (C3) is zero. After inserting (C5) into 
(C2), we obtain (4.38). Finally, expanding the lhs of 
(C3) and using (4.16), we obtain (40 37L 

APPENDIX D: INTEGRATION OF (5.37) FOR g/5) 

illserting (5.43)-(5.45) into (5037), we have 

N 1 if 1 
i\gi=(-5+5A/6)o~V+1DA2 L: T2 L: t3 

m=1 ~mi w=1 Swm 
wti 

N 1 1 
+ 3'" 2 /, VA '-J ~ ~ 0 

m, w Swi ~mi 
m'w 

m'j 

In this and the following appendices, we will use the 
identity 

1 N (k+ P -2) 1 
ti>'tS = (-l)P ~ k -1 (~.)s+l-k(~ )k+P-l 
Swi Smi k-l mt?nW 

where (~)=s!/(s -t)!tL The identity (02) is derived 
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(C5) 

(D1) 

(02) 

by induction or by repeated differentiation of 

1 1 1 
(D3) 

with respect to ~w and ~mo 

We first substitute (02) with p=2 and s=3 into (01), 
and then integrate (01) to obtain (5.46). 

APPENDIX E: VERIFICATION OF THE CONSISTENCY 
EQUATION (5.41) 

illserting (5.47) into (5041), we obtain the two 
equations, 

0iWm+omWi=O, i*-m, (E1) 

6 6 
0i Um+ omUi+,2 g.2 0iV~+2 g 2.amV~=0, i*-mo 

I'l I m A m t 

(E2) 

Equation (E1) is clearly satisfied by Wi from (5.46a)o 
Differentiating Ui [from (50 46a)] with respect to ~m' we 
have 

1 N 1 N 
0mUi=- 20 't5 +20 L 't2"t"3 -30 L: T miw 

Smi w:::~ "mtSwm w=l 
wt:., wt! 

where 

with 

1 
Amiw=pe.' 

~w mt 

w~m"#i 

In addition, from (4058) and (5044), we have 

6g 2 0mV~=2DA iT - 6 ~.3 • 
2 ( 1 N, 1 ) 

m i Smi w=l Smf~wm 
w'j 

Inserting (E3) and (E5) into (E2), we have 

N 

6 (Tm1w + Tim)=Oo 
w=1 
w'1 

w'm'j 

(E3) 

(E4) 

(E5) 

(E6) 

ill order to verify (E6), we must prove three indentities: 

If we add equations (E7), (E8), and (E9) together, we 
obtain T miw + T imw = 0, thus verifying (E6). Equation 
(E7) is a special case of (D2) with p = 4 and s = 1; and, 
Eqo (E8) is a special case of (D2) with P = 3 and s = 2 > 

Equation (E9) follows from (E8) with the following 
prescription: 

(E8)- (E9) as (m, i, w)- (w, m, iL 
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APPENDIX F: DERIVATION OF (5.53) 

Differentiating (E2) with respect ~m' we have 

\2(12u.=_\2a.a U -6g 2 alO V~ -6g 2 a~v~ 
ml tmm im m 11Ii 

and thus, with g.2 =g 2. [see (5.44) and (5039)], we 
1- m m t 

have 

\2a 2 u.=\2a 2 u _\2(0.0 U -a 0.U.)-6g 2 (a~V~-d~VJ 
1111 tm l11lm ml' mi 

(F2) 

Summing (F2) from m = 1 to m = N, m *- i, and adding 
aWi to both sides yields 

).,2 t a~ul=\22 o~(t Um -X2( 1)(t omUm)) 
3 md _1 .1 

N 

-3 L gm2 • .il~V~ +gI30~V~ 
",,1 
m:#:i 

N 

-6 6 0rng.2 0mV~ +2g.2o iV., (F3) 
m:::1', t m I 
mti" 

where we have used the relations [see (5.43)-(5 045)] 

and 

t (- 0io rnU m + 0moiUi) 
"",1 
mti 

since 
N 

L: 0m=-Olo 
"",1 
mti 

Using Ui from (Dl), we have 

1 N N 1 IV 1 
2' ~ ojUj=20 ~ t5 +40.l~ "t'2"t'3 0 

A 1=1 t,W ~wi 't1npW ~wi"'mi 
W"m 

(F4) 

(F5) 

(F6a) 

The first term on the rhs of (F6a) is clearly zero, and 
Perelomov6 proved that the second term on the rhs of 
(F6) is zero; thus 

Inserting 0iUi [from (5.37) into (F7)], we have 

\22 o.(t Um )=-4g 3d j V.-6 t g 2.ilmV;;0 
t m=l i J1Fl m t 

mti 

We differentiate (F8) with respect to ~I and use the 
equation [see (5.43) and (5045)] 0jg.3=g.2 to obtain 

• • 

IV 

(F7) 

(F8) 

-4g.20iV~ +6 L: 0mg 2.0rnV~ (F9) 
t m=1 111 t 

i*m 

where we have used (5.39). Inserting (F9) and (F6b) into 
(F3), and the resulting expression into (5.38), we obtain 
(5.53). 

APPENDIX G: VERIFICATION OF THE 
CONSISTENCY EQUATION (5.42) 

Equation (5.42) with go=O and (5047) reduces to the 
three equations: 

(Gl) 

IV IV N 

B=\ ~ Wio j V~ + tf gi207V~ + 3 ~ gi2mama~V~ 
m~i 

N 

+:0 g 30W~ = 0, (G2) 
i=1 1 

The expression (Gl) is verified easily, since 

N 1 
~ t7 ==0. 
t,m ':omi 

(G4) 

Inserting (4.58), (5.43)-(5.45), and Wi [from (5046a)] 
into (G2) and using (G4), we have 

B=-5!:0 -4-3-+-2-5- 0 
IV (1 1) 

i.w,k ~wi~ki ~wi~ki 
w>k 

Perelomov proved6 the identity 

N 1 
T= L: t23' = O. 

I,k, w ~wi~ki 
w>k 

One can show that 
N 

B= -5'6 a;T; 
e=1 

(G5) 

(G6) 

(G7) 

(F6b) thus, from (G6), we have B==O, i.e., (G2) is verified. 

We now calculate 

Summing (E2) from m=l to m=N, mU, and using (F4) 
and (F5), yields 
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We insert (4,58) and U1 [from (5 046a)] into (G3), ex­
pand, and use B = 0 (G5) to obtain 

C = C1 + C2 + C3 + C4 , 

where 
N 

C1 =4Q\ L 
i,k. W,s 
k1:stwti 

1 

(G8) 

(G9) 
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(GlO) 

N 

C3 ==30>.. ~ 
i,k, W,s 
H~*w# 

1 
(Gll) 

(G12) 

The expression C1 (G9) is zero since the dummy 
variable change (k, i, w, s) - (i, k, s, w) yields C1 == - Cp 

We expand the summation in C2 as follows: 

J.i.. 1 IV 1 N 1 
) == :0 - L; -4-3 I:-t,. ~kl~;k~;l I,k,s ~H~;R~;j l,k,s ~sk~Si 

N 1 
L; -

i,s,k ~ki~~k 
its 

t 1 
l,k,s ~Si~;k 
i1k 

where we have repeatedly used the identity 

(GI3) 

(GI4) 

The last summation on the rhs of (GI3) is zero since 
B==O(G5)o 

The dummy variable change (i, k, s) - (i, s, k) in the 
first term on the rhs of (GI3) yields 

thus, C2 == 0, Using the identity (G14), we expand (G12) 
as follows: 

(GI5) 

The second term on the rhs of (G15) is zero since C 2 = O. 

Finally, using (G14) Once again in the expansion of the 
first term on the rhs of C4 , we have 

(G16) 

The dummy variable change (i, k, s)- (i, s, k) in the first 
term on the rhs of (GI6) yields 

t 1 N 1 
t"2t4T" == L: ~ ~4 ~2 ; 
"ki"sk'>si i,k,s kl sk sf 

(G17) 

thus C4 =Oo 

We now prove C3 =Oo We first rewrite C 3 (Gll), as 
follows: 

N 

C3 == (30)..) :0 (T wisk + T wiks + T iwsk + T iwks + T swik ) 
ul>i>s>k=l 

(G1S) 
where 
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1 
T wlsk = -2-3-

~kW~Si 

We define 

(
1 1 1 1) 
2--2-+-2--~ • 
~ki ~ks ~Wi ~ws 

O'=~kW' (3=~sw' Y=~iw' 

so that 

~ki==O'-Y, ~Si==(3-y, ~ks=O'-(3, 

and thus, 

(G19) 

(G20) 

(G21) 

1 
T wisk = IV! {{(3 + I' - 20') 1'2(32 + (0' - I' )2(0' - (3)2«(3 + tjj, 

(G22) 
1 

T wik,== IV! {(O' + I' -2(3) 1'20'2 + «(3 - 1')2(0' _(3)2(0' + y)}, 

(G23) 
1 

T wski = M {(O' + B - 21') {320'2 + «(3 - 1')2(0' - 1')2(0' + (3)}, 

(G24) 

T iwSk = ~ {«(3-20')y2({3_'y)2+0'2(a-B)2(i3_2y)}, 

(G25) 

1 
T iwks = IV! {(O' -2(3)y2(a -1')2+ {32(0' -(3)2(0' -2y)}, 

(G26) 

1 
Tswik = M {(I' - 20') {32«(3 - 1')2 + (0' - 1')20'2(1' - 2(3)}, 

(G27) 

where 

(G2S) 

We expand each of the Eqs, (G22)-(G27), and add to 
obtain 

(T wisk + T wikS + T wski + T iwsk + T iwks + T swik) = 0; (G29) 

and thus C 3 = O. Therefore, C (GS) is zero. 

lThe Lie algebras of SUa,l), SU(l,l), SO(2,1), SP(2,R) and 
0(2,1) are isomorphic, i.e., the generators of each Lie al­
gebra satisfy the same commutation relations. We are con­
cerned with representations of the Lie algebra SU(1, 1) that in 
general are not representations of the Lie algebra of SU(l, 1) 
(see Sec. II). 
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Cylindrically symmetric stationary beam of electromagnetic 
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An exact solution of Einstein-Maxwell equations corresponding to an infinite stationary beam of 
electromagnetic radiation with the energy flux along the axial direction of a cylindrically symmetric 
system is obtained. Explicit forms of the electromagnetic field tensors are given. Further, the timelike 
and null geodesics in the region of the beam are also discussed. 

INTRODUCTION 

In a recent communication Nackoneyl obtained an 
exact solution of Einstein field equations corresponding 
to an infinite stationary light beam (or neutrino flux) of 
circular cross section where the energy flux is along 
the axial direction, that is, in the direction of Z axis of 
a cylindrically symmetric system. The metric was de­
pendent on the radial coordinate alone. He also dis­
cussed the timelike and null trajectories in the interior 
as well as in the exterior regions of such a beam. The 
present work has a similar approach for a beam of 
electromagnetic radiation with the difference 
that the solutions obtained in this case satisfy both the 
Einstein and the Maxwell equations. The dual restric­
tions of Maxwell's equations, however, allow only a 
definite set of functions for the quantity a, which is 
interpreted as a measure of the energy density of the 
beam in the chosen coordinate system, while it is 
arbitrary in the case considered in the geometrical 
limit by Nackoney. Again, Nackoney was able to present 
an exterior solution which continuously fits at the 
boundary of the beam with its interior metric, but in 
our case no such matching is possible because of the 
vanishing electromagnetic field tensors outside the 
system. The 4-velocity of the beam or the null propa­
gation vector is shown to satisfy the necessary condi­
tions that it is geodetic and shearfree, so that according 
to Robinson's2 theorem there must be an associated 
electromagnetic field satisfying Maxwell's equations_ 

Explicit forms for the electromagnetic field tensors 
are given and the timelike and null trajectories in the 
region of the beam are also discussed. 

SOLUTIONS OF EINSTEIN-MAXWELL EQUATIONS 

We consider a cylindrically symmetric stationary 
beam with the energy flow along the axial direction, 
that is, the positive Z direction. Let this be the null 
direction, so that the propagation vector K" is given by 

K"=6~. 

Thus K33 = 0 and the line element can be written as 

ds2 = f dt2 + 211 dz dt - m dr2 
- r dez, 

where f, a, m are functions of the radial coordinate r 
alone. Einstein's field equations can be written as 

(1) 

(2) 

(3) 

a may be interpreted as a measure of the energy density 
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in the chosen coordinate system because of the fact that 
in relativity the energy denSity may be given by 
T "vV"1)v = (81T)-la(K" V")2, v" being a suitable time like 
vector and is thus coordinate dependent. Field equa­
tions (3) give rise to two classes. 

Case 1. 0 a/ or"* 0: One gets in such a case from the 
field equations a = Br-4, B being the integration con­
stant. This is a singular solution for r = 0 and is thus 
rejected. 

Case 2. Cla/Clr=O: In this case one obtains a=const 
and also m = const. Choosing both of them equal to 1 for 
simplicity, the line element reduces to a very simple 
form 

(4) 

which is the same as has been used by Nackoney. t, r, 
e, z, are represented by x,O, Xl, x2

, x3
, 

respectively. Now in view of (1) and (3), Ko = 1 and 

K";,,=O, (5) 

K,,;vK"=O, (6) 

and 

K(,,;V)K";v=O. (7) 

From (4), (5), (6) one can conclude that the beam repre­
sents a plane wave beam with its rays being geodetic 
and shearfree. Moreover, since K[" ;v1 = 0, the rays 
may be said to be twistfree also and K" is orthogonal to 
a null hypersurface. Now since the conditions (6) and (7) 
are satisfied, the problem remains to find some suitable 
electromagnetic field tensors F", constructed with the 
help of the null propagation vector K" in (1). F"v' how­
ever, satisfies Maxwell's equations. The most general 
form of F"v subject to the change of amplitude and 
polarization is given by (cf. Raychaudhuri and Dutta3

) 

F"v= a1/ 2[K"(a"cos/3 + bV sin/3) -K"(a" cos,B+ b" sin/3)] 

(8) 

where a", /)" are unit spacelike vectors orthogonal to 
K • a and b are themselves mutually orthogonal. a1

/
2

, 

"" " ,B are the amplitude and polarization factors, so that 

a"a,,=b"b,,=-l, a"1>,,=O. (9) 

Since K3 = 1, we may assume that the only nonvanishing 
components of a" and b" are a1 and b2

, respectively, 
and thus in view of (9) the electromagnetic field tensors 
are 

F 31 = al/ 2 cos/3, 
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F32 = (tf/2, Y) sinA. 

Since F"v satisfies Maxwel1's equations and also be­
cause a is a function of r alone, 

and 

(tf/Zy)./ tf/2 = (3,2 =A, 

A being a constant quantity. From (11) 

/3= (.4B + 1P(t) , 

where 1jJ(t) is an arbitrary function of time (cf. 

(10) 

(11) 

(12) 

Banerj ee4 ). In this the electromagnetic field tensor of 
the null field for the given metric is not unique 
(Witten5). Finally, one can write explicitly the F"V 
components 

F 31 = (Jl/2 cos (.4 B + 11'(0), 

F32 =«(J1/2/ r)sin(.4B + 11'(0). 
(13) 

The only restriction on (J is through the relation (11), 
that is 

tf~2 d~ (tf/2y) =A. (14) 

Equation (14) gives the explicit form of a as 

a=DrC (15) 

Contrary to the case of Nackoney, one can not, how­
ever, find any suitable metric in the region where a 
= 0, which satisfies all the continuity conditions at any 
possible boundary because there the electromagnetic 
field is vanishing. Thus the beam may be said to extend 
over all space. 

HELICAL AND CIRCULAR TRAJECTORIES OF 
TEST PARTICLES AND RAYS IN THE REGION 
OF THE BEAM 

It is of some interest to discuss the timelike and null 
trajectories in the interior of the beam under con­
Sideration. The treatment and the method of approach 
are similar to those of Nackoney. The results are, 
however, different to some extent. Using the same 
symbols as in the paper of Nackoney, viz., lP =A, 
v2 =h/r, v1 =0, v3 =Q for a trajectory with rotation 
at a fixed radial distance from the axis of the beam, 
A, h, and Q being constants along a definite trajectory_ 
The results for the trajectories in the r-z plane are, 
however, not different from those in Nackoney's paper, 
including the point that rays travelling parallel to the 
beam are neither deflected nor retarded (cf. Tolman, 
Ehresfest, and Podolsky6). We therefore omit such 
cases and discuss only the traj ectories with rotation. 

Timelike orbits 

where D and C are constants. The constant C is related For a timelike geodesic 
to A by C = 2(A -1). It is evident that the above re-

h2/r3 == A 2/2' I' strict ions on the form of a is solely due to Maxwell's 
equations and is independent of the gravitational field. and (19) 
It can be shown purely from classical considerations 
also that if in the absence of the gravitational field if one IA2 - !A2yf' + 2QA = 1. 
proceeds to solve the two-dimensional Laplace equation 
in the (Y, B) plane of the cylindrical coordinate system 
suppressing the time and axial dependencies with the 
electric field vector written as 

ET == tf/2(y) sin/3(r, B), E8 = (Jl/2(r) cosS(r, B), 

one arrives at the same functional forms for (J and (3 

except for the arbitrary function of time </J(t). In the 
special case by a suitable chOice of the function 1P(t) 
one can interpret the system as being due to a mono­
chromatic beam. 

Now in view of (3) the Einstein field equations may be 
written as 

!f" +t/'/r=(J. 

Using (15) the solutions of the field equations (16) is 
then given by 

(16) 

(17) 

One of the integration constants is chosen to be unity, 
so that at r=O, 1=1. The constant a, b are related to 
C, D, of (15) by 

a==2D/(C+2)2 and b=(C+2) (18) 

The constant b must be greater than or equal to 2. 
Otherwise, for b<2, c<O and (J-OO as r-O, which 
means a singularity along the axis of the beam. 
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In view of the solution (17) the relation (19) can be writ­
ten as 

(19') 

The orientations of the timelike orbits depend on the 
magnitude of A. 

Case I. b> 2: Two different situations occur accord­
ing to whether A ~ 1 or A> 1. (1) When A ~ 1, Q> 0 from 
(19') and the test particle has a timelike trajectory 
spiraling in the forward direction. (ii) When A > 1, the 
orbits may be circular (Q = 0) or they may be helical 
with inclinations either in the forward or in the back­
ward direction (Q>O or Q<O). 

Case II. b = 2: There are three distinct situations. 
(1) When A < 1, Q > 0 and the orbits are spiraling in 
the forward direcfion. (ii) When A = 1, Q = 0 and time­
like orbits are circular. (iii) When A > 1, Q < 0 and the 
orbits are spiraling in the backward direction. So for 
A < 1 no circular timelike orbit can exist anywhere in 
the region of the beam. For circular timelike geodesics 
corresponding to Q = 0 the following two relations hold 
in view of (19). 

A2 = 2/ (21 - y!') 

and (20) 

A. Banerjee 1189 



                                                                                                                                    

Null orbits 

The conditions controlling the orientations of the null 
orbits are, however, independent of the value of A, 
that is, the value of vo. Rather, they will depend on the 
magnitudes of a and b or in other words on the strength 
of the beam. For such a null trajectory of a test ray 

/A2 - M2rJ' + 2QA =0. (21) 

Again there are two distinctly different situations oc­
curring for nonzero Q. (i) When arb (b - 2) > 2, Q> 0 and 
the rays while rotating about the axis proceed in the 
forward direction, that is in the positive Z direction. 
(ii) When ar1'(b - 2) < 2, Q < 0 and the rays spiral in the 
opposite direction. This includes the case b = 2. The 
equation for null geodesics along circular orbits (Q = 0) 
is, however, explicitely given by 

arb (b - 2) = 2 • (22) 

This relation in fact restricts the value of the constant 
b, so that one can obtain null circular orbits in the 
finite distance from the axis. For b = 2 one can not get 
such orbits in the finite regions. 

Stability of circular orbits 

Stability conditions for the circular timelike or null 
orbits are analyzed exactly in accordance with the 
method being used by Nackoney. We given here only the 
results relevant in our case without going into the de­
tails, in view of (17), (19) and (20) 
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dlr 4r
3 

ab (b-2 )[ • .h( ) ( )] 
dr =- (2/-rJ')22 r ar b-2 - /}+2 . (23) 

Also, 

~t.r t.r , dh2 

ds2 = - 2r/ (2/- r/ ) dr . 

We know that for timelike circular orbits to exist (2/ 
- rf') must be greater than zero or in other words 

arb(b - 2) < 20 (24) 

One can immediately conclude from (30) that dh2
/ dr > 0 

and in consequence ~t.r/ ds2 < 0 for t.r positive. The 
real timelike circular orbits are therefore stable. 
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A method of Hamiltonian surfaces proposed recently as a semiclassical completely Hamiltonian way 
of defining the motions of N particles (with finitely many degress of freedom) is shown to be 
mathematically feasible for N :2: 2. The interactions are invariant under the Poincare group. The 
possibility of describing each motion by N world lines, the same for all observers, is dispensed with. 
The usual commutation relations are retained. 

1. INTRODUCTION 

The zero-interaction theorem of Currie, Jordan, and 
Sudarshan1 for Hamiltonian, Lorentz-Einstein­
Minkowski relativistically invariant two-particle systems 
have shown that not all conditions expected of such sys­
terns can be retained. Thus the earlier concepts2

•
3 in 

which the world line condition is not met, deserve 
reexamination. 

Some have preferred to retain that condition, and 
abandon another. 4 In Ref. 5 we have suggested a way to 
replace the world line condition by a space-time con­
struct (the "complete Hamiltonian surface") with the in­
tent of preserving some of that connection with the idea 
of N particles which had been provided by the world line 
condition. Because of the novelty of the concept, we 
undertook to show in Ref. 6 that our definition did allow 
systems of nonzero interaction. It dealt with just two 
particles. 

The present paper shows the same thing for N parti­
cles, and provides examples which are different from 
that of Ref. 6 for N = 2. 

The method of complete Hamiltonian surfaces can be 
used to provide examples of systems of the kind con­
sidered in Refs. 2,3. Indeed, it can provide examples 
not expected by Foldy3 who conjectured that the role 
played by "internal" variables in the work of Ref. 2 
would be the rule in general. (Incidentally, we show that 
there is a purely Lie algebra theoretic definition, not 
only for external, but also internal variables. ) 

We show that a weakened form of the axioms for 
Hamiltonian surfaces will still provide local or infini­
tesimal completely Hamiltonian systems 7 of the type 
considered by Refs. 2,3. On the other hand, we do not 
believe although we cannot prove, that each of the exam­
ples constructed in Refs. 2,3 can be obtained by a "local" 
Hamiltonian surface. As indicated already, our intent is 
to restrict by impOSing what is hoped to be a reasonable 
restriction, namely being derivable from such a surface. 

We present a contact-transformation method which 
transforms the complete Hamiltonian surface of a sys­
tem into that of another, and show that in one case it 
changes a zero-interaction system into a nonzero inter­
action system. In some applications of this method, 
merely local systems are obtained, but as remarked 
above, such systems are also interesting. 

We give only a few examples of our method, simply to 
illustrate various possibilities. None of these examples 
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has an aesthetic appeal remotely approaching that of the 
inverse square law in Galilei-Newton relativity. How­
ever, we have taken care to make interparticle accelera­
tions to die off in some sense as the particles separate, 
to keep the particles essentially interchangable, and to 
provide for the possibility of inserting a parameter 
which can be adjusted to give zero interaction. 

2. AN N·PARTICLE SYSTEM 

According to our definition, 7 to construct a model of 
a completely Hamiltonian N particle interaction we have 
to define a surface SN of dimension 2. 4N - N = 7 N in the 
8N-dimensional cotangent bundle Tl (IR4N) over the pro­
duct space of N copies of four-dimensional space-time 
IR4. This surface SN has to be a component (see Ref. 5, 
H - 1; we discuss this later in this section) of the locus 
defined by N equations Fl =0, ... , FN =0 where these 
functions have mutually vanishing Poisson brackets: 
{Fa' F J = 00 If we want invariance under the Poincare 
group, then SN must be invariant under the action of 
that group in T 1 (IR4N) , which action is induced by the 
action of the group in (each) IR4. This much is easily 
assured if the Fa commute and are themselves invariant 
under the group. But there is a further requirement 
(see Ref. 5, H - 2): that these equations F j = ••. = F N = 0 
can be solved without singularities for the N time com­
ponents of the N momentum "4" -vectors 0 This necessity 
of regular solvability presents the only analytic difficulty. 
We refer to the functions HI> •.. ,HN representing the 
negatives of these time components in terms of the other 
7N coordinates in Tl(IR4N) as the partial Hamiltonians, 
since the Hamiltonian of the N particle system is obtained 
by taking their sum, and then setting the N time coordi­
nates equal to zero. 

We might remark that in a sense HOI is associated 
with the ()ith particle, but that F" is not necess arily 
associated with one particle more than any other. 

We introduce some notation. The momentum 4-vector 
of the ()ith particle will be denoted by POI' Its time com­
ponent we can denote by - HOI' Its space component is a 
vector POI in 3 -space. The sum PI +. 0 • + PN shall be de­
noted by p, and the sum of the p" shall be denoted by p. 
For the space-time coordinate of the ()ith particle we 
will use x" (instead of the more classical q",). For the 
temporal component of x" we use t". For the space com­
ponent' or position in 3-space, we use x". We denote 
x", -XB by Z"B' x", -XB by Z"B' etc. 

If a and bare 4-vectors, we use a' b to stand for a4 b4 
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- (/Ib
l 

- (rb z - (i'b 3
• If a and b are 3-vectors, we use a· b 

for (/Ib l + (rbz + a31J3. 

We make· explicit something which was assumed im­
plicitly in Refs. 5,6. The surface 5N must lie in thaI 
j)arl of T I (ffi4N) 011 which all Zeta arc spacelilw, i.e., Zet8 
• Z et8 < 0. This is a very acceptable requirement because 
we are usually interested only in values of Xu .•. ,xN 
for which the t et are near to zero, or at any rate, close 
together. 

In order to ensure Poincare invariance, we define the 
F et in terms of the Poincare invariants of PI' ... ,pN , 

Xu ... ,xN • The linear combinations of the Lorentz in­
variants Pet' Pa, Pet • Xe, x et ' xa form a Lie algebra LN and 
this Lie algebra has a structure depending only on N 
(i. e., independent of the dimension and the metric of 
space-time.) This can be seen from the following. Let 
ql' ... , q4 be any four from the set PI' ... , xN • Then 
{ql' rtz , rt3' rtJ is the sum of four terms TI3 + T 23 + TI4 
+ T24 where in TiJ the rti and rtj are treated as constants. 
Thus to verify our statement about the nondependence on 
the space-time structure, we have only to verify it for 
{a· Pet' b· xJ where a and IJ are constant. Here a' Pet = 
= (the sum) aiglJP~=aif)etj where go is the metric. Thus 
{a'/)et, b.xet}=ai{petpxfJ gjkbk and {Pet/, xi\} = o",ao{ es­
sentially by definition. Thus the result is aigjklJk=a' 1J, 
and this agrees with what one would get in the one-dimen­
sional case. This shows the nondependence asserted. 

We introduce the first N -1 of the N functions F", as­
sociated with the Hamiltonian surface 5N for the inter­
action we are about to present. Consider the system of 
equations 

p·(pet-Ps)=O, 1~Q',f3~N. 

This system is in fact equivalent to the system 

Fet"'P'(NPet-p)=O, l~Q'~N-1. (2.1) 

One certainly has {F ""FJ =0 here because these F's 
contain only p's. This will not be true of F N' to which 
we turn. 

For 1 < Q', f:J~ N let 

g(Q' ,13)= 
I 

p.p P'z",s I 
p. Z"'8 z",e' z",sl ' 

and let 

FI{ = />1' /)1 + ... + PN • PN - cp 

where 

!-1- (p.p)2 
cp - L;,,< eJ[(Q' ,(3) 

Theorem: {F"" F N} = ° for Q' = 1,2, ... , N - 1. 

(2.2) 

(2.3) 

Proof: It is obvious that in one-dimensional space­
time w~ have {po p"" a' zs,} =p. a (o",s - 0",,), because P 
itself is constant as far as the translation-invariant zs, 
is concerned. Armed with this result, we prove that 
{P'Pet, J[(f3,Y)}=O. For the moment, denote {f)· Pet' .I} 
=.f. Then 
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Now (p·p)'=O, (p,zs)'=ep.p, (zSy·zSy)'=2Ep·zSY 
where e = ° "'s - ° ",y' and this makes J[(f3, y), = 0. The theo­
rem follows easily from this. A shorter "proof" is to 
regard space-time as two-dimensional. Then the gram 
matrix is the square of the determinant D of p and ZSY' 
Since zsr =ep, we obtain 

Ip I' If) I D'= = =0 
zs, zar ' 

whence ff = 0. 

It remains to express this system of N equations: FI 
=···=FN=O in terms of the "unknowns" HI'" .,HN 
and to verify that they have a global solution. 

Theorem: These N equations do have a regular solu­
tion. The Hamiltonian H=HI +. 00 +HN satisfies an 
equation of sixth degree with coefficients depending on 
the euclidean invariants of the p", and x et • 

Proof: Recall the notation p", = (- H", 'Pc), to which we 
adjoin p = (- H, p). When this notation is introduced into 
Eq. (2.1), they take the form 

H =!i+ P' (Np", -p) (2.4) 
'" N NH 

for Q' = 1 ,2, ... , N - 1. This equation holds also for Q' 
= N. It appears from this that if a nonzero solution H 
can be found for FN=O, then the "unknowns" HI' ... ,HN 
will become "known." We must show that such an H 
exists. 

Inserting these expressions for the H", into F N = ° 
gives this the form 

t rf!i+ po (NP"'_P»)2 _ . 1= 
",=1 Lw NH p", p"'J cp, (2.5) 

because the expression between the braces is indeed 
Pet '/)",. 

The expression J[(H) on the left of (2.5) has the form 

H2 C 
-+B+-
N H2' 

where C, at any rate, is nonnegative. To give an idea 
of the behavior of J[(H) as a function of H, we will es­
tablish that g(H):'£O at H= b= (p. p)I/2. Take first the 
case P"* 0. Then for this value of H, we have 

J[(b) =6[ (p. ~~p"')r - p",. p" ] 

=6 ((p",. p",)2 -b~' p)(P", 0 P",») . 

Each term here is at most ° by the inequality of 
Cauchy and Schwarz. If P = ° then 

HZ 
J[(H) = N -6P",'P", 

and so J[(1J)=J[(0)~0, as before. 

For b > 0, the graph of g is as in Fig. 1, If b=O the 
graph is a parabola passing under or through the origin. 

We want now to show that this curve y =g(H) cuts the 
curve y = q, (H) where q, (H) is the result of using (2.4) to 
express cp entirely in terms of H. We want also to make 
sure that this point of intersection varies smoothly as 
the parameters f"" p"" and x", change. Certain inequali-
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y 

FIG. 1. 

ties established in Ref. 6, (5.1) enable us to verify 
these properties, in the following manner. 

Let j(H) = j"'8(H) be the result of expressing g(o., J3) 
/(p. p) in terms of H, usinrd2.4). Specifically, 

H 

In a formal way, the example can be embellished with 
coupling constants. One can take (for 0. < N) 

where m 1 , ••• , mN are nonzero numbers and m = m 1 

+, 00 + mN is also not zero. One can take 

FN ="6F,,8(P,,'P8)-<P (2.7) 
01,8 

where F 018 is a positive-definite matrix of numbers. 

Here one could define <p by 

.l-K (p.p)2 
<p - - L,,,,( 8kOl~(o., /3) 

where K and k0l8 are positive constants; or by 

1 K ( )2 " k0l8 - - p.p u --) 
<p a(8g(o.,f3 

where K> 0, k"8 >- O. [Keep in mind that g(o. , j3) < O.J 

Any two usable <p's can be combined as in 

(2.8) 

(2,9) 

to give another, since it is only the general behavior 
(2.6) described in Fig. 1 that matters. 

where b2 =p.p as before, Z=Z",8'Z",S' t=t",-ts ' and a 
=P'Z"s' We know two things from Ref. 6,(5.7). First, 
that j(H) is negative for b < H < 00 and increases monotoni­
cally from - c<) to O. Second, there is an inequality 

Z < < Z 
(H + b)2 = - j(H) = nz _ b2 ' (2,6') 

The inequality won't concern us at this point, but the 
monotonic behavior shows that 

decreases monotonically from + c<) to 0 on b < H < c<). Ob­
serving that 

1/<P (H) = 1 + 1/ g(H), 

we deduce that <P (H) varies from + c<) to 1 on the interval 
(b, c<). This guarantees us an intersection of these 
curves. The dependence is obviously smooth. 

We define the surface SN as the surface given para­
metrically as follows. Pick any values of the fa, p", X". 
Calculate H from (2.5) and then the time components of 
the momenta from (2.4). This gives us a generic point 
of SN in Tl (IR4N). (Thus SN is one connected component 
of the submanifold defined by FI ='" =FN=O.) 

A thi rd condition [Ref. 5, (H - 3) J has also to be verified 
in order that this exanlple qualify as having a Hamiltonian 
surface SN' This condition essentially postulates that 
solutions to the relevant Hamilton canonical equations 
exist with arbitrary initial conditions and for all time. 
With <p = 0 this is surely true. Therefore, it will also 
be true for other <p close to 0 in a suitable sense, but 
rather than go into this now we will just assume that we 
have a <p which makes (H - 3) hold. 
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3. DISCUSSION OF THE HAMILTONIAN FOR THE 
EXAMPLES OF SEC. 2 

The Hamiltonian of any system of the kind introduced 
in Ref. 5 is obtained from the sum of the partial 
Hamiltonians by equating to each other the N time co­
ordinates (thereby yielding a Hamiltonian H independent 
of time.) An implicit equation for H can be obtained in 
this way from (2.5) where, however, we use the more 
general (2.8) instead of (2.3). Retaining the notation b2 

=P'p, we introduce Z=L,0i(Sk"s(Z,,8' Z"8)' and a? 0 by 
a2 = L,,,,( S k",s(P' Z"'S)2. Then 

HZ N 1 N 

N-Ep,,· p", + N2nz E[po (Np", _p)J2 

1 
(3.1) 

The analysis of Sec. 2 assures us that there is a real 
root greater than b and no more than one such root. 

In this equation HZ satisfies a fourth-degree poly­
nomial for every N, 

If instead, we use <p as given by (2.9), then 

HZ N 1 
-- L POi' p", +-"6 [po (Np" _p)]2 
N "'=1 N2 nz ",=s 

1 
K + (nz - b2 )2 L,,,,( S k",sj[Z "s(W - b2

) + a2"sl 

where Z",s=Z",s· z",s and a7.s=P· Z"s. 

(3.2) 

This again has a unique root H> b, but the polynomial 
for H has a degree which grows with N. 

In every case, the third term on the left side of Eq. 
(3.1) or (3.2) can be Simplified to 

(3.3) 
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The ith velocity component of the ath particle is given 
by 

H"'·l:=;~ 
ap",,j 

It is usually demanded of a Hamiltonian that these 3N 
components should be linearly independent. This may be 
called the requirement of nondegeneracy. We will now 
show: 

Theorem: These Hamiltonians are nondegenerateo 

We will give a proof of this only for the case of two­
dimensional space-time, so that each p", has but one 
component P "'. Let P be the sum of these P",. Let T be 
the sum of their squares. Then the left side of (3.1) and 
(3.2) is [observing (3.3)J 

H2 p2 p 2 
--T+- T--
N fi2 N' 

which equals 

[(fi2 -P2)/NH2J(fi2 +p2 -NT). (3.4) 

In this discussion, the position variables are not in­
vol ved at all. Hence, looking at (3. 1) and (3.2), we may 
suppose that the right side depends only on H and P. 
(The argument applies to any other rp which shares that 
property.) Looking again at (3.4) we see that H satisfies 
a relation (3.5) 

fi2 + p2 - NT =R(H,P). (3.5) 

This we differentiate with respect to P"" obtaining 

2HH'" + 2P - 2NP", = R1H'" +R2 

where H'" = aH/ap"" and R 1, R2 are the two partial de­
rivatives of R. Now suppose there were constants c1 , 

••• , C N' not all zero, such that Z c "H'" = 0 for all values 
of P1 , ••• , P N' Then we obtain another equation for H: 

2P~c", -2NL;c",P",=R2L;c",. 

This forces H to depend only on P and Z c",P". We apply 
this finding to (305) and conclude that T depends only on 
P and Z c",P",. This it obviously does not (assuming N 
> 1! ), so the supposition of linear dependence must be 
rejected. 

In case of the more general F N in (2.7), the nonde­
generacy of H would follow from the nondegeneracy of 
the matrix (F "'s). 

There is another property one could demand of a 
Hamiltonian when it is supposed to describe interacting 
particles. At the very least one could ask the following. 
Suppose the particles are separated into two constella­
tions Gp G2 where a =1,2, ... ,M for those in G1 and 
a = M + 1, ... , N for those in G2 • Then if these two con­
stellations are moved far apart, the total momentum of 
each constellation ought to be practically constant on 
each motion. This requirement has to be more precisely 
formulated, but we can say now that our systems fulfill 
it, by virtue of the inequality (2.6'). 

A valuable discussion of such requirements, under 
the general name of "separability" is provided by Foldy. 3 

It is easy to formulate requirements that are stronger 
than the above (except that for N = 2 one could not ask for 
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more.) However, the above is all that we can verify. 
We now enter into details. 

Theorem: Let H be a Hamiltonian resulting from rp 
as in (209) or from a sum of such rp's. Separate the },,' 
particles into n subsets Gp •.• ,Gn • Hold fixed all/)",. 
If a, f3 belong to the same Gt , hold z"'s fixed. If a, i3 
belong to different Gi , make I Z",si - cG. Then H has a 
limit H 00 commuting with the total momentum of each (; i' 

Proof: By (2.6'), when I z"s I - 00, then that particular 
f tends to 00. The way in which these f's enter into (2,8) 
or (2.9) makes this tantamount to setting that particular 
g(a , (3) = - co. In general it wipes out the variable z",e 
in the resulting Hamiltonian Hoo. Therefore, Hoo contains 
z"e only when a, {3 belong to the same G;. Such a z"s 
commutes with the momentum Z"EG' p" for that constella­
tion, and of course it commutes with the momentum for 
the other constellations. The theorem is thus proved. 

In the particular case of (2.8), an even more remark­
able thing happens. Let G1 be just one particle and let 
G2 be all the others. The limiting Hamiltonian Hoo in this 
case is the one obtained from (2.8) with all k",s=co. 
This Hoo gives a zero interaction. Thus each particle is 
essential for binding the others together. 

Return now to the statement of the theorem. Can one 
say more? Of course it is not true for general particle 
mechanics that if H commutes with the momentum of 
some subset (of more than one particle) then those 
particles are independent of the others. It does not seem 
likely that the special form of our Hamiltonian could 
help. 

A third property of the interaction (2,3) is its s}'m­
metry, where this means that it is invariant under each 
permutation of the particles (or indices QI). This prop­
erty may be loosened up by requiring only that after a 
permutation, only some smooth readjustment of param­
eters is needed to reproduce the original interaction. 
Let us call such an interaction symmetrizable. 

This property must be kept in mind in order to rule 
out interactions which are easy to construct and yield 
specious Hamiltonians. We give such an example. For 
F" we will take p,,' p" -1 when a < N, For FN we take 
PN • PN - rp where rp is any function of the N - 1 gram 
determinants. 

Note that {F",gs}=O for a <No If we set F" =0 then H", 
= V 1 +p" . POI for a < N. These H" can now be inserted 
into the equation F N = 0, giving 

H~ -~=q, 

where q, is what results from replacing the time compo­
nent of Pc. by - H". The result is 

H=V1 +P1 'P1 + ... +v1 +PN - 1 ' PN - 1 +vq, +PN ' PN .' 

Any attempt to make this example symmetrizable by 
insertion of other q, 's encounters the danger of causing 
{F ", F J * O. Thus it can describe only an interaction in 
which one particle is qualitatively different from the 
others. 

Richard Arens 1194 



                                                                                                                                    

Besides symmetrizability, there is another desidera­
tum we have kept in mind: One should be able to insert 
a parameter which when set equal to 0, gives a satisfac­
tory zero interaction. 

4. INTERNAL AND EXTERNAL VARIABLES 

To insure a Poincare-invariant interaction, one is 
almost forced to make each F", dependent only on the 
inner products in the space-time metric of the set of 
N(N + 1)/2 vectors P'" and Zey' The requirement that 
{F"" F J- = 0 suggests a study of the commutation prop­
erties of the linear space EN of linear combinations of 
these N(N + 1)(JV2 + N + 2)/8 inner products. 

Theorem: EN is a Lie algebra under { , }. Let R be the 
set of linear combinations of the p. P'" and p. Zey where 
P = LP",. Then R is a subalgebra and indeed the radical 
of EN' Let S be the set of linear combinations of the in­
ner products of the set of all P'" - Pe, ZY6' Then S is a 
subalgebra, R n 5 is the zero element of EN' and EN =R 
+ 5. The Lie algebra structure of EN is independent of the 
the metric and dimension of space-time. 

Proof: The nondependence on the particular space­
time was shown earlier. It is clear that EN is closed 
under { , }. Moreover, if r is one of the generators of 
R, and e is an element of EN then {r, e} is sure to have 
a "factor" P and thus belongs to R. The bracket of two 
elements of R is always a multiple of p. P (which con­
stitutes the center). Thus R is solvable (Ref. 8,p.24). 

Clearly, EN =R +5, and R n S = (0). To show that R 

is the radical, we show first that 5 has no solvable ideal 
greater than (0). 

In order to prove this, we consider a different sub­
algebra Q and prove that EN=R +Q, QnR=(O), Q has 
no solvable idealS (the same will then follow for S). The 
algebra Q is the linear span of all POI.' Pe, POI.' zeN' ZOI.N· ZeN 
with Ci and (3 less than No This algebra is isomorphic 
to the Lie algebra LN~l of Lorentz invariants of Pl' ... , 
PN-l' xl' ... , XN_1• 

We have already noted that as far as the Lie algebraic 
structure is concerned, in studying LM(M = N -1) we 
might as well regard space-time as one-dimensional. 
Thus each f in LIJ is a polynomial 

f=tai}PIPj + bljP/xj +tc/jx/Xj 

in IR2M. By virtue of the symplectic structure w = dp 

I\dx + ••• + dpMl\dxM, f generates an infinitesimal linear 
transformation V (or vector field) or IR2M which pre­
serves that structure, and which has a matrix readily 
found to be the 2M x 2M matrix 

¢:' l~) 
where bt is the transpose of b. Conversely, every such 
matrix determines a V that preserves w, and each V is 
generated by an f. (Hence LM is the Lie algebra of the 
real symplectic group.) 

Making use of this matrix representation, one can dis­
cover that LIJ has no Abelian ideal (except 0). Thus, by 
Ref. 8, p. 25, it has no solvable ideals. Therefore, R 
is the radical of EN' Thus the theorem is proved. 
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The radical R is distinguished by purely Lie algebra 
properties, but the complementary subalgebra is not 
unique. It can be made unique by observing that the 
symmetric group acts on 1,2, ... ,N because they re­
fer to particles (not dimensions.) Thus S is the only 
symmetric complement to the radical. 

In the case of the Euclidean group in IR3 instead of 
the Poincare group in IR4

, the functions in the com­
plementary algebra S have been called internal 
variables. 2,3 Since R is an algebraically distinguished 
class, its members also deserve a name: the external 
variables. In the case of IR4

, we will call them internal 
and external space-time variables. 

In Ref. 3, Foldy attaches great importance to inter­
actions in which the Hamiltonian H satisfies H2 _ p2 = cp 
where cp depends only on internal variables, and in fact 
regrets that he cannot prove that Hamiltonians always 
have that form. We wish to offer an example to settle 
this question (in the negative). 

Let P=P1 + •.• +PN and let p=p/N. Similarly, define 
x=(x1 + ... +xN)/N. Choose a positive real number Il. 

DefinefOl.=pOI.-P+Il(xOI.-x), forCi=1,2, ••. ,N. 
Notice that any set of N - 1 of the N equations 

p o f 1=0, ... ,P'fN=O 

implies the remaining one. We take F 01. = p. fOl. for Ci < N. 

Now select a real-valued function cp defined for real 
values on the half-line [0,00) which is positive, con­
tinuous, and monotonely decreasing. Let 

f= - fl' f1 -' .. - f N ' fN 

and define FN =p' P - cp(/J. 

Theorem: The system of equations 

F 1=Fz=···=FN=0 

admits an analytiC solution for Hl' ... , H N in terms of 
the remaining components of Pl' ... 'PN ' Xl' •.• , xN • 

Moreover, {F "" F J- = 0 for 1"" Ci < {3 "" N. 

Proof: Since {fOl. '!e} = 0 for one-dimensional space­
time, the stated commutation relations are true in 
general. 

Let the time component of fOl. be called kOl.' and the 
space component be the 3-vector LOI.' As before, - HOI. 

is the time component of POI.' and H is the sum of these 
HOI.' Now the equations F1 = ... = F N-1 = 0 insure that 

(4.1) 

for Ci = 1,2, ... ,N. We solve these equations for k1 , 

••. , kN and insert that into the equation F N = 0, which 
takes the form 

(4.2) 

because f= - k~ -'" - k~ + L~ + ••• +L~. If we can solve 
(4.2) analytically for H, our problem is solved because 
kOl. =p' LOI./H and kOl. = HOI. -H/N+ ll[tOl. - (t1 + .•• +tN)/NJ. 

Denote the left side of (5.2) by F(H) , and consider its 
behavior for H>-- b. [Here b is as before (p. p)1/2.J For 
H = b the argument (the original /J in cp is not less than 
0, and hence the value of cp is positive. Thus F(b) <0. 
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Observe that cpl· •• I in its dependence on H is decreas­
ing. This shows that F(H) is increasing. It is also 
easy to verify that F(H) - cO as H - 00, although it re­
quires taking into account that cp(O) * O. We conclude that 
(4.2) has exactly· one-solution H with H> b, and in fact 
that H is greater than b. This proves the theorem. 

To obtain the final Hamiltonian H for the system de­
fined by this Hamiltonian surface, we set all tl> =0. Then 
H still satisfies (4.2). Let us show that in this particular 
case lf2 - p2 = q' is not an internal variable (unless cp is 
constant.) For if IjJ were internal, then (cp being mono­
tonely increasing and L I> being internal) the expression 

I (po LI»2 

p2 +~. 

would be internal. It is easy to see that it can vary even 
though all internal variables are held fixed. 

Therefore, this example does not fulfill Foldy's 
expectation, which thus becomes Foldy's condition. 
This condition is just as reasonable as it ever was, but 
now it is seen to be not autom atically fulfilled. 

On the other hand, the method of Hamiltonian surfaces 
is not incompatible with Foldy's condition either. Our 
next example shows this. 

We treat only the case N = 2. Let q stand for P1 - P2' 
Let H1 -H2=D and Pl -p2 =q. Let Xl -X2=Z, with com­
ponents t and z. Let IjJ be any smooth function of one 
variable and define 

f= (q. Z)2 + IjJ(Z2), g=q2z 2 _ ~·(Z2). 

[Here IjJ(Z2) means Z2 (or /2 - Z2) substituted into 1jJ. 
Perhaps it would help to remind the reader that the H's 
are the negatives of the time component of the momen­
tum 4-vectors. ] Then 

{j,g}=O. 

Choose ljJ(x) as xw(x) and define the surface S2 by the 
equations 

H1 +H2=[p2 + cp«(tE +q' Z)2 +Z2W(Z2)}F / 2 

and 

H 1 -H2 =E 

where E = [q2 + W(Z2)Jl / 2. 

The second equation can be written D = E 0 Squaring, 
we get D2 = q2 + W(Z2) or q2 - W(Z2) = 0 which (since we 
work entirely in the region Z2 < 0) is equivalent to F1 
= q2z 2 _1jJ(Z2) = O. The first equation is H = [p2 + cp«z 0 q}2 
+Z2W(Z2)))1/ 2

o Squaring, we get F2=H2 _p2 - cp(/)=O. 
Thus S2 is a component of the variety defined by F 1 = F2 
= 0, and {F l' F J = 0 . 

The Hamiltonian for this system is 

H = [p2 + rp{(q. Z)2 _ z2w(_ Z2))]1/2. 

It is easy to select wand cp so that we have a limiting 
Hamiltonian 

H~ == [p2 + a]1/2 

where a is constant, for Z2 - 00. Thus we have a degree 
of "separability," but the limiting Hamiltonian H~ here 
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is degenerate. (To that degree this example is inferior 
to that given in Secs 0 3 and 4, but at least its 
Hamiltonian can be explicitly presented.) 

5. INFINITESIMAL HAMILTONIAN SYSTEMS 

The "Hamiltonian surface" methodS illustrated in this 
paper gives rise to a "Hamiltonian space-time inter­
action" (Ref. 7, p. 253). From here one may obtain an 
infinitesimal Hamiltonian interaction, 7 in which the 
interest centers on generating functions which represent 
the Lie algebra of infinitesimal space-time 
transformations. 

This computation was made in Ref. 5, with the fol­
lOwing result (but different notation). For an infinitesi­
mal space-time Poincare transformation 

(5.1) 

in IR4, the generating function gu for the corresponding 
canonical transformation in T1 (IRN) is 

N 3 

6 6 Ui,.pl>i - U;~ 
0:=1 i=l 

(5.2) 

where U~ is Ui with (Xl, • , x4 ) replaced by (x~, X!, x~:, 
0), and the superscribed 0 on HI> indicates that t l' ••. , 

II{ are all set equal to 0, 

The concept of infinitesimal Hamiltonian interaction 
is the one underlying the work of Thomas, Bakamjian, 
Foldy, and others. 2,3 (We regret not having seen these 
papers until Ref. 7 had appeared. Several of the princi­
pal concepts had already been explicitly considered by 
Foldy. ) 

The class of infinitesimal Hamiltonian interactions is 
considerably larger than the class of those derived from 
(global) Hamiltonian space-time interactions, and the 
latter class is larger than those obtainable from 
Hamiltonian surfaces SN' To put it informally, if all 
one wants is a set of generating functions gu represent­
ing the Lie algebra of the Po inc are group, it s houldn't 
be necessary to worry about global solvability of the 
type expressed by (H - 2L 

More precisely, retain the conditions (H -1) and (H 
- 3) of Ref. 5 and replace (H - 2) by the weaker condition 
(H - 2 local) which reads just like (H - 2) except that 
ai, ... , afv are replaced by O. 

More loosely, we require that the equations Fl = 0, 
•.. , F N = 0 have some single-valued smooth solution for 
HI' ••• ,HN defined on some neighborhood of the mani­
fold characterized by 11 = ..• == tN = O. 

Then the formula (6.2) gives generating functions 
with the property thai 

{gu,gv}=gw,vl (5.3) 

whenever U, V are infinitesimal Poincare tra.nsform a­
lions in space-time, and [U, vj is their commutator. 

Proof: It is fairly clear that we obtain a local actio" 
of the Poincare group and hence an action of the Lie 
group. This shows that if gu,gv generate ~~ and ~~ 
(respectively) in T 1 (IR3N

), then {gu,gv} generates ~;U,Vl' 
This gives us {gu,gv} =gW,vl + cu,v where cu,v 
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a constant. To show that cu,v is 0 we begin again, using 
direct substitution. 

We must recognize that the Poisson bracket in (5.3) 
is the one appropriate to IR3N. Therefore, let us denote 
it by { , r', to distinguish it from the Poisson bracket 
{ , } in IR4N. For functions such as these gu, gy one has 
t~u,gA' ={gu,gy} because they contain no P"'4. Now 
suppose 

" . a ~ a U=L-' U'-., V=uUJ_, 
i=l ox' j=l oxJ 
4 

are two vector fields in space-time IR\ not necessarily 
related to the Poincare group. Let 

and Cv be formed analogously. It is easy to verify 

{Cu,Cy}=Cru,YI. (5.4) 

Here superscript O! means that Xl, ••• , X4 are replaced 
by x~, ... ,x!, 

Now we postulate the 'uwariance under these transfor­
mations of the surface SN' which implies that 

{C u ,P4r +Hr}=O (5.5) 

foreachy, onSN • Finally, we have 

{P4'" +H,,,P4S +HJ=O, (5.6) 

a consequence of (H - 1) and (H - 2 local), It is obviOUS 
that gu=Cu + U4"'(P",4 +H",), where we use the summation 
convention for O!. We now calculate 

{gu,gy}' ={Cu,Cy} 

space for a single particle moving in real 4N-dimen­
sional space. There is no need therefore to review the 
general theory. For the moment, let yl, ••• ,y4N be the 
Cartesian coordinates, and ql' ... ,q4N the canonically 
dual momenta. Select a function U of 8N variables. 
Define 

au ( 1 4N - ) qi = ayl y , .. . ,y , ql' ... , "ii4N , (6.1) 

-I au ( 4N - - ) 
y =07;; Yl'·· .,y ,ql' .. ·,q4N· (6.2) 

Solve these equations for the "ii's and y's in terms of the 
"ii's and Y's. If this is pOSSible, define a mapU: T l (IR4N ) 

- Tl (IR4N) wherein 

iji (el» = qi (T(el»), Yi(el» = Yi (T(el»). 

ThenU is symplectic, i.e., {foU, goU}={j,g}oU 
because (as is easy to show) l'Jii ay! - 1', qi dyi is exact. 

Now let an interaction be given, with a Hamiltonian 
surface SN. Then U(SN) is also a Hamiltonian surface. 
If SN is Poincare invariant, and if U commutes with the 
action of the Poincare group in Tl (IR4N) , then U (SN) is 
also invariant. (We will call such U Poincare construc­
tions.) We will want to insure that (H - 2 local) is safis­
fied for U (SN). That will always be a matter for investi-
gation, for which we set a pattern in our examples. 

We now revert to our notation x~ and POd for Tl (IR4N
). 

Recall also that P = PI + 0 0 , + PN • We will investigate the 
U "generated" by 

N 

U=6x",'p",+g 
(}:=1 

where g depends on the various p. Z ",8 and Z",8' zr6' The 
U is not Poincare invariant (but the g is). Nevertheless, 
U is a Poincare construction, as will become apparent 

+{CU, V4S(P84 +Hs)} -{Cy , U4"'(P"'4 +H",} 

+{U4"'(p OI4 +H",), V4S(P84 +Hs)}. (5.7) when we write down the formulas (6.1) and (6.2). 

We propose to evaluate the right-hand side on SN' (This 
does not change the value of {gu' gy}' because there are 
no P",4 to set equal to -H",). Consider a term like 

{C U , ~S(P4S + Hs)} = 

= ~B{CU,P4B + HJ + (P4B + Hs){C u , V48} , (5.8) 

The second term on the right side of (5.8) is clearly 
o on SN' but so is the first, by (5.5). The third term on 
the right of (5,7) is 0 by (5.6). We obtain {gu,gy}' = 

=Cru,VI' but onSN this is the same as gru,VI. Thus (H 
- 2 local) (and a fortiori H - 2) implies (5.3), as 
asserted, 

6. CANONICAL TRANSFORMATIONS IN MULTIPLE 
SPACE-TIME 

Canonical transformations in Tl (IR4N) can be used to 
transform one N-particle interaction into another. In 
particular, a zero-interaction can be transformed into 
a nonzero interaction if the canonical transformation is 
properly conditioned. Actually, our examples will pro­
duce only infinitesimal interactions (in the sense of Sec. 
5) but for some of them, the Hamiltonian can be ex­
hibited explicitly. 

The construction of canonical transformations in 
T l (IR 4N) is nothing new, since T l (IR4N) is also the phase 
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Let I be the set of indices 1, ... ,4N such that LiE' I qi 
is one of the four components of p. From (6.1) we ob­
tain qi = "iii + ag/ayi, whence LiElqi = LiE1"iii + LiEI(a/ay!)g. 
But this last term is 0 because g is invariant under those 
translations in IR4N induced by translations in IR4. Thus 
we see that the 4-momentum is preserved by U: 

p=p. (6.3) 

From this it follows that Ii = H, but this does not mean 
that the new interaction is zero if the old one is. What 
is crucial is how Ii depends on the P", and ;C"" not how it 
depends on P", and x",. 

To see that U is a Poincare construction we have to 
examine (6.1), and (6,2) in terms of the p's and z's. To 
this end denote p. Z",8 by T/",s and Z",8' zr6 by !:",Sr6 using 
only enough of these variables to represent the variables 
without repetition (note: T/ll = 0, T/12 = - T/21' etc.) We now 
write down (6.1) and (6.2), and combine the formulas 
for P"'l' ... 'Pa4 and x~, ... ,x! (respectively) into 4-
vector formula. The result for (6.1) is 

P,=P, +pA, +LB""zOIE 
'" where 

(a) A, and B"" are linear combinations with con­
stant coefficients of the partial derivatives ag/oT/",s 
and ag/iJ(;"'8rll' and 
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(b) z"" is the covariant form of z "''' so that if the lat­
teris (a,b,c,d), then the former is (-a, -b, -c, d). 
Recalling that by (6.3) we can replace P by P and trans­
posing, we see that p, depends on the j)'S and x's in a 
Poincare-invariant way, because the A's and B's are 
Poincare invariants. 

In the same way, we can see that x, depends on the 
x's and P's in a Poincare-invariant way. We omit writ­
ing down these latter formulas, but we must now assume 
that they, together with (6.4), can be inverted, at least 
locally. If this is possible, we may take the barred co­
ordinates to be the original coordinates while p, x are 
the transformed ones. 

Recall that (6.4) implied that 

p, = p, - pA, - L Ba:,z"" 
'" where A, B depend only on p and the z ",a' 

We begin with the zero interaction defined by 

p~=m2, ... ,pt = m~ 

(6.5) 

or more precisely H", = [m~ + P!J1/2. This is obviously 
Poincare invariant. Using (6.5), these give equations 
relating the p's and x's, namely 

H, - HA, - 6Bo<'Z"" = [m; + (p, - pA, - 6Bo<,z"")2]1/2. (6.6) 

Here the A, B depend on H, the p"" and the x"" as well 
as the I",a' These formula will give the desired solution 
for Hi' ... ,HN provided we can first evaluate H. This 
we do by summing (6.6) with respect to E. The left side, 
being H, sums to H = H, as already remarked. [Indeed, 
L,A, =0 and L"", Ba,za, =0, reflecting the argument 
establishing (7.3)"] Thus 

N 

H =6 [m2 + (p - pA - 6B za')2]1/2 
E=l E e . E ctE • 

(6.7) 

This has to be solved for H. When f1=···=tN =0, there 
is no H left on the riJfht-hand side, so H can be found. 
This is the final Hamiltonian. Appropriate conditions 
c an be imposed on U to ensure that when p"" Xa: are fixed 
fixed, then for any sufficiently small departure from t1 
=' 0 0 ,= tN = 0, (6.7) can still be solved. This gives us 
(H - 2 local), and an infinitesimal interaction is 
established" 

For the old system, the motions are characterized by 
constant p" and x" a linear function of T.. Our enter­
prise would have been in vain if the same were true for 
p, and x" To see that it need not, we will consider 
afresh the case N = 2, in which there is but one TJ = (PI 
+p2).z, Z=X1-X2, and one ?;=z·z. To further simplify 
we let PI =p, P2=Q, Xl =X, X2=Y' 

We select g = TJCP(?;). Then (6.4) takes the form 

p =P + (p + (j)cp(?;) + 2TJcp' (Slz* 

(where z* is the covariant form of z) and 

q = q - (p + q)cp(?;) - 2TJcp' (?;)z*. 

From (6.2) we obtain 
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x=x+zcp(?;), y=y +zcp(!;;). 

These equations are equivalent to 

x=X_Zcp(Z2), y=Y_Zcp(Z2). 

Therefore, this particular U is globally invertible. 

TranspOSing the p and q equations and using 15 -+- 71 cc /) 

+ q gives 

P=P-(P+Q)cp-2(p+q)'zcp'z*, 

""if = q + (p + q) cp + 2 (p + Q) • z cp' z * . 
Thereupon (6.6) yields 

Hi - Hcp - 2H(ti - 12)2cp' 

={m~ + [p - (p + q)cp - 2(P + q)(tl - t2)2cp']2P/2 (6.8) 

and a similar equation for H 2 • The argument in cp, cp' 
is ?; = (tl - t2)2 - Z2. In this example, there is no H in the 
right side of (6.8) and by adding it to its mate we obtain 
H. When t1 = t2 , we obtain the final Hamiltonian 

H ={m~ + [p - (p +q)cp)2}l/2 +{m~ + [q + (p + q)cp FP/2. 
Here cp=cp(_Z2). Hence for cp(s) = (-S)-l/4, this ap­
proaches the free Hamiltonian when I z I - 00 • 

We now make a canonical transformation in Tl (IR6 ) 

defined by 

U = PlXl + P2r + P3:C + (f1xl + Q2x2 + Q3x3 

+ [(PI +(1)Zl + (P2 +(2)Z2 + (P3 +Q3)Z3]cp(- Z· z). 

This gives a new Hamiltonian with no Z, and hence zero 
interaction. For its solutions, the P and q are constant, 
while X, yare linear functions of time. Must the same 
be true of x and y? From 

x=x+Zcp(_Z2), Y=Y+Zcp(-Z2), 

we get z=z and 

x=x-zcp(-"Z2), Y=Y-ZCP(-"Z2). 

Evidently, if cp is not constant, then with at least some 
initial conditions, x and y are not linear in time and 
hence the interaction is not zero. 

If cp is chosen so that cp(- 00) = 0, then whenever the 
particles drift apart, their motion will approach that for 
zero interaction. 
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It has been shown that all Lagrange densities which are concomitants of sets of independent 
geometrical objects possess conserved vectors of the Komar type. For the general conserved vector 
derived from these Lagrangians we give an explicit method for rewriting the vector as the curl of a 
two index object. 

INTRODUCTION 

In a recent paperl we discussed a new type of con­
served vector density defined uniquely for each Lagran­
gian density on an n-dimensional Riemannian manifold. 
The vector density possesses an identically vanishing 
ordinary divergence (and covariant divergence since it 
is a density), and it therefore belongs to the class of 
strongly conserved quantities. For the Lagrangian of 
the Brans-Dicke theory2 we derived a conserved vector 
density3 similar to the well-known Komar conservation 
law of general relativity, 4 while for other Lagrangians 
we found new vector densities whose physical signi­
ficance is not yet fully understood. 5 

A mathematical problem arises if we wish to obtain 
useful physical results from a conserved vector density. 
We must first rewrite the vector density as the curl of 
an antisymmetric object with two indices. This ac­
complished we may then integrate over a fixed volume 
of the manifold to obtain the physical conservation law. 
In Ref. 1 we gave a difficult and awkward method of ac­
complishing this for certain cases of interest. Now our 
purpose is to consider the general problem we encounter 
in this type of conservation law and give a simple meth­
od for finding the corresponding curl form. 

I. CURL FORM FOR THE CONSERVED VECTOR 

Consider a vector density Vi which is identically di­
vergence free and which is defined in the following 
mannerl: 

Here ~a is an arbitrary vector field, the quantities 
A:, A:jl, ... ,A~hj2°°' Jr are given functions of the co­
ordinates and the comma denotes differentiation with 
respect to the coordinates. The fact that Vi is diver­
gence free implies, from Poincare's lemma, 6 that Vi 
may be written locally in the form of a curl 

(1) 

(2) 

where Tlj is skew-symmetric. Our problem is to ex­
press (1) in this form. This is important for only then 
can we integrate TiJ and employ the divergence theorem 
to obtain the physical quantities which are conserved 
for particular choices of V! and ~a. 

In order to accomplish this it is clear that at one stage 
we must differentiate (1) and employ the arbitrary nature 
of ~a to obtain symmetry identities involving the A's. 
Unfortunately, the direct approach of forming the di­
vergence of (1) becomes complicated by the fact that the 
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symmetry identities thus obtained are coupled, whereas 
we shall find that the curl form is not. By employing 
the arbitrariness of ~a at the start, however, we can 
simplify the problem by showing that the vanishing of 
the divergence of (1) implies the vanishing of the diver­
gence of each term in (1) separately. To see this let us 
choose the arbitrary vector ~a to have one component, 
Xl. With this choice the first term in the summation in 
(1) is the only survivor and it follows that this term can 
be written in the curl form as A: ~a = T:L,J' Thus in 
general we may write (1) as 

(3) 

Now choose ~a::::: (XI)2. With this choice only the first 
term on the right-hand side of (3) survives and we may 
write it in the form A~j ~a,jl = Tg),J' By continuing this 
process we see that each term in (1) must be indepen­
dently expressible as a curl and we thus need only con­
sider the general term in (1). 

Let us then consider the object 

where Wi . '= O. Since partial derivatives commute we 
may writ~'(4) as 

(4) 

(5) 

where the round brackets surrounding enclosed indices 
denote the complete symmetrization of the enclosed 
indices. 7 If we consider the identical vanishing of the 
divergence of (5) for small values of r we find that the 
obj ect defined by 

(6) 

is useful. This object has the following symmetries: It 
is skew-symmetric under the interchange of the index 
pair (i,jl) but symmetric under the interchange of 
(js,jt) for s, t= 2,3, ... , P and s* t. 

Once again, by considering low values of r in (5) one 
sees that it is possible to write Wi( r) in the form 

Wi(r)=fC Sii l i 2 '" Jr~a .. . +C Sih J2'" ir . ta .. . 
~ 1 a tJ2}3 •• , Jr 2 a tJ2 '" ,)314'" J r 

(7) 

where c l , C 2 ' "', C r are constants to be determined. 
Clearly, this is a curl form for W\r). Since the set of 
partial derivatives of ~a are mutually independent we dif­
ferentiate (7) and collect terms in corresponding orders 
of derivatives of ~a. Owing to the independence of the 
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derivatives of the vector ~a, we find the identities 

(/=2,3, .... r). (8b) 

We have other identities too. Let us differentiate (5) and 
set it to zero. We then find 

(9a) 

and 

(14) 

Hence, upon substitution of (14) into (13) and by em­
ploying (9a) to eliminate the second term in (13) we find 
that (8b) or (13) gives the recursion 

Cm+l = - [(r -m)/(r- m + 1)]Cm 

This tells us that 

C
m

• l = (_l)m [(r- m)/r]C l 

and from (12) we then have 

( 15) 

(16) 

Cm+1 =(-I)m[(r-m)/(r+l)], m=0,1,2, ... ,r-l, 

(9b) (17) 

The sets (8) and (9) will enable us to determine the 
constants in (7). 

It is a simple matter to establish the identity 

Hence, from (9b) and (10) we find 

Therefore, (8a) implies 

C l =r/(r+ 1). 

Now consider (8b). From (6) this is 

However, from (9a) and (10) it follows that 
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(11) 

(12) 

(13) 

for aU m. Hence from (1), (7), and (17) we have 

P 
V i = ~ Wi(r), (18) 

r=O 

where 

and S~hi2 ... iT is defined by (6). 
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5A.J. Fennelly and R. Pavelle, American Physical Society 
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6H. Flanders, Differential Forms with Applications to the 
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Erratum: On the existence of weakly retarded and advanced 
Green's functions [J. Math. Phys. 15, 2093 (1974)] 

A. Z. Capri 

Department of Physics. The University of Alberta. Edmonton. Alberta. Canada T6G 2E1 
(Received 22 January 1975) 

The transformations given by Eqs. (6) and (16), (17), 
(18) are correct only if the function! is independent of 
Xo Thus throughout the paper! should be considered as 

a function of t onlyo This does not change the conclu­
sions of the paper 0 
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